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Abstract

In this work, we make use of 3D contours and relations between them (namely, coplanarity, cocolority, distance and angle) for four different applications in the area of computer vision and vision-based robotics. Our multi-modal contour representation covers both geometric and appearance information. We show the potential of reasoning with global entities in the context of visual scene analysis for driver assistance, depth prediction, robotic grasping and grasp learning. We argue that such 3D global reasoning processes complement widely-used 2D local approaches such as bag-of-features since 3D relations are invariant under camera transformations and 3D information can be directly linked to actions. We therefore stress the necessity of including both global and local features with different spatial dimensions within a representation. We also discuss the importance of an efficient use of the uncertainty associated with the features, relations, and their applicability in a given context.
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1. Introduction

Global entities such as visual contours and their relations have a substantial importance in computer vision and robotics (see, e.g., [1, 2, 3, 4]) since they a) provide a semi-global overview of a scene, b) give more information than local features about the shape of an object [5] and c) are flexible enough for tasks such as classification and recognition [1, 2, 6]. Their potential for different vision-based tasks has been studied especially in 2D. In this work, we make use of a 3D contour representation that is multi-modal in the sense that it covers geometric as well as appearance information. We argue that such global reasoning processes complement widely-used local approaches and provide reliable geometric information for tasks that require 3D information (e.g., grasping).

Depending on the perceptual context, local and global aspects of visual entities play complementary roles. 2D local features such as SIFT [7] are known to be very robust in certain contexts such as object identification. However, they heavily rely on texture and do not give information about the shape of the object (see, e.g., [7, 8, 9]). These approaches also face two fundamental problems when they want to make use of relations (such as coplanarity or distance) between features (see, e.g., [10]). First, since a large number of local features is usually required to code an object or a scene, the number of second-order relations between these features grows exponentially and so does the resource requirements in terms of memory and computing time. Second, they do not provide explicit and interpretable information which is required for semantic interpretation of a scene. Also, the reliability of local 2D features is limited when objects need to be manipulated since they are difficult to relate with geometrical properties such as 3D shape. This limitation is mitigated when using 3D features (see, e.g., [11, 12, 13]) since 3D information can be directly related to actions.

As discussed in, e.g., [5, 6], global entities complement the local approaches by providing a more global overview of the scene. By combining local entities (in our case, local edge descriptors) into global entities (in our case, contours) the number of relations is reduced and hence the reasoning about the geometry and shape becomes easier. Also, global reasoning processes that take place in 3D are independent from view-point transformations, allowing for a significant reduction of complexity in any further analysis.

The importance of contours in human vision has been studied extensively (see, e.g., [14, 15, 16, 17]), revealing the fact that perceptual organization is a very important cue in human vision. What makes contours important for vision is not only the way the local features are grouped together but also the spatial relations between these contours. For example, certain relations...
between groups of features (such as parallelism) are found to be more salient [3] than others and shown to be non-accidental (see, e.g., [5]). Also, in [18, 19] it has been shown that scrambled objects are difficult to recognize since the spatial organization of the contours is lost. Note that most of the studies on contours focus on the 2D aspects. Recently, Masayuki et al. showed in [20] the importance of 3D contours in human visual processing by demonstrating that, collinear line elements in 3D space are more salient than non-collinear elements.

2D visual contours and their relations have been used in computer vision and robotics in various contexts: In [21], contour relations are used as features for object recognition. Similarly, Henricsson [22] makes use of geometrical relations like proximity, curvilinearity and symmetry between contours to describe objects by combinations of these relations. These non-accidental contour relations have also been used by Dickinson et al. [23] to create aspect hierarchies, which are then used for recovery and recognition of 3D objects from a single 2D image.

For part-based representations, such as geons [24], the basic-level representation is composed of parts and their interrelations, and these parts are created by using non-accidental contour relations such as parallelism and symmetry. Similarly, Shapiro et al. [25] uses a relational model for describing 3D objects in terms of relations between simple parts such as sticks, plates and blobs. In more recent studies such as [1, 4], similar ideas have been applied to recognition and classification. Also, Fidler et al. [26, 27, 28] proposed a system to learn a contour-based hierarchy of parts for the representation and categorization of objects. A review of contour-based methods for classification can be found in [2]—note that all these approaches are in 2D.

In the context of robotics, contours have been used to infer grasping hypotheses for unknown objects. For example: [29, 30] approached the problem using 2D contours; more recently, [31] used 3D contours. The essential difference between our work and [31] is that we create 3D contours from local 3D features whereas 3D contours in [31] are inferred from 2D contours.

The advantages of using 3D contours and their relations can be summarized as follows:

**View-Point Invariance:** Many 3D relations (such as distance between entities) and properties (such as curvature) are viewpoint-invariant: for example, if two 3D contours are parallel in one view, they will be parallel in any other view.

**Reliability:** For tasks such as grasping, the semi-global nature of contours makes 3D information more reliable than local 3D information in terms of geometry since global geometrical computations (e.g., slope or curvature calculation) are more robust to noise.

**Saliency:** Combinations of 3D features can create very rare and specific structures that are more salient than individual components. These constellations can reduce the search space when searching for relevant entities (e.g., finding cocolor and coplanar entities that can be grasped). An extended discussion on saliency can be found in [5].

**Semantic Interpretation:** Visual entities are expressed by explicit and interpretable parameters which themselves are embedded in a rich structural context. In this work, contours have well defined properties with clear geometrical and appearance interpretation. These parameters are then used to define relations between contours that are explicit and interpretable as well. This allows in particular for a direct link to actions.

Despite its advantages, the use of 3D contours and their relations faces some fundamental problems and these issues should be taken care of for an effective use of 3D contours.

**Cardinality:** When relations between contours are used as features, the number of features representing the object increases proportional to the number of combinations of contours that create the relations. For $n$ visual features we need to calculate $nn(n−1)/2$ relations. Note that cardinality is more problematic for local features and the usage of contours reduces the effect of this problem.

**Early Commitment:** Grouping local features into bigger groups with respect to certain criteria implies making some decision at an early stage of visual processing. Such an early commitment is brittle, due to ambiguity and noise in low level vision, and may adversely affect higher level reasoning.

**Local Uncertainty:** Reconstruction uncertainties of local features propagate to the contour they generate, and this uncertainty can degrade the performance of analytical estimates of 3D entities critically. For this reason, uncertainty needs to be estimated and to be taken in consideration in all processes.

**Global Uncertainty:** When dealing with 3D entities with strongly anisotropic uncertainty distributions (e.g., when extracted by stereo), there is a need to also code the limits until when 3D contours and their relations can be applied. For example, in an outdoor scene it does not make sense to talk about the distance of objects that are far away since stereo fails to give reliable information.

Note that, although 3D features suffer from higher uncertainty than 2D features, this comes with the benefit of high invariance to pose changes. As discussed in this article, this greater uncertainty needs to be properly modeled and handled to allow for reasoning in 3D. We argue that qualities of 2D and 3D representations are complementary, and both are required for the design of a robust vision system. Such a system should make decisions on weighting the use of 2D and 3D information according to the reliability of the 3D information which is modeled as the feature uncertainty.

The aim of this article is to exemplify the potential of 3D contours and second-order 3D contour relations on four different tasks and describe the particular requirements for the representation of the contours and their relations when using them for these tasks. We make use of four relations, namely, coplanarity, cocolority, distance and angle, which are important in the contexts of robotics and scene interpretation. Note that more relations can be defined for different contexts, however the aim of this article is not to give a complete set of relations but to show the importance of 3D contours and their relations in different domains. We discuss, in particular, how uncertainty of visual data can be handled in a geometrical reasoning processes.

The main aspects of our approach can be summarized as follows:
We conclude with a discussion in Section 8.

2. Primitives: Local Edge Descriptors

In this work, we make use of a hierarchical representation based on the early cognitive vision system presented in [32]. A calibrated stereo camera setup is used to extract along image contours sparse 2D and 3D features, called multi-modal primitives. A 2D primitive represents a small image patch (Figure 1) in terms of multiple visual modalities such as position \( x \), orientation \( \theta \), phase \( \phi \) and color \((c_l, c_m, c_r)\). This results in a feature vector \( \pi = (x, \theta, \phi, (c_l, c_m, c_r)) \). There are three colors associated with a primitive (left, middle and right colors respectively), since a primitive covers a patch larger than one pixel. The size of a 2D primitives’ patch is derived from the bandwidth of the local filters that were used to extract them (for details see [33]). For a 3D primitive, the patch size depends on the size of the 2D primitives, propagated geometrically during during stereo reconstruction. This leads to a largely anisotropic variation in patch size, depending on the primitives’ position in space ( primitives close to the camera are smaller and get increasingly large with increasing distance from the camera), see [33] for a formal discussion. Note that the color information depends on whether a primitive represents a step-edge or a line structure [32] (see Figure(f-g)). As discussed in [32], this distinction can be made from phase information. For step-edges, only left and right colors are coded; for line structures, the color of the middle strip is also coded, and denoted as the ‘middle’ color.

2D primitives are matched across two stereo views, and pairs of corresponding 2D-primitives afford the reconstruction of a 3-dimensional equivalent called a 3D primitive, which is encoded by the vector \( \Pi_l = (X, \Theta, \Phi, (C_l, C_m, C_r)) \), where \( X \) is the position, \( \Theta \) is the orientation, \( \Phi \) is the phase and \((C_l, C_m, C_r)\) is the color of the 3D primitive.

Collinear and similar (in terms of color and phase) primitives are linked together to form structures denoted as groups. Groups are sets of unsorted primitives and give rise to contours...
as discussed in Section 3. The resulting representation is hierarchical, with pixels at the bottom and contours at the top. Richness and reliability differ between the levels of the hierarchy: information at lower levels is more reliable; it is semantically richer at the upper levels. Therefore, different levels of the hierarchy can be used for reasoning and verification.

In Figure 1, an overview of the visual representation is presented. One stereo image pair (Figure 1(a)) is used to create the 2D features (Figure 1(c)) by using the filtering results (Figure 1(b)). These features are linked together to create 2D contours (Figure 1(d)). Two-dimensional primitives and contours are then used to find correspondences between left and right views to reconstruct 3D primitives (Figure 1(e)). Finally, 2D contours and 3D primitives are used to create 3D contours.

As discussed in [34], during the reconstruction of 3D visual entities from 2D stereo data, the uncertainty of 2D data propagates via the operations that are used for reconstruction. This uncertainty can be modeled as a covariance matrix. The uncertainty calculation of the multi-modal primitives discussed above was elaborated by Pugeault et al. [35]. For a 3D primitive \( \Pi_i \), the position uncertainty of \( \mathbf{X} \) is modeled as a 3 \( \times \) 3 matrix denoted as \( \Lambda_i \). Geometrically, \( \Lambda_i \) can be interpreted as an ellipsoid (Figure 2(a)) where the orthogonal axes are the eigenvectors of \( \Lambda_i \), and their lengths are given by the corresponding eigenvalues. The fact that primitives are line descriptors leads to an additional complexity in uncertainty model since the 2D edges’ orientation can have a big impact on the reconstruction. This effect becomes critical when a 2D primitive’s orientation approaches the epipolar line’s orientation. As has been shown in [35], \( \Lambda_i \) is affected significantly by the right 2D-primitive’s orientation (Figure 2(b)) leading to large uncertainties when the orientation gets close to \( \pi/2 \), the orientation of the rectified epipolar line. Moreover, the primitive’s position uncertainty also vary depending on the primitive’s position relatively to the cameras, in the same way as for point reconstruction (Figure 2(c-d)). Note that we do not describe the uncertainty of the orientation \( \theta \) since it is not used in this paper.

3. Contours: Global Edge Descriptors

As discussed in [5], global entities such as contours provide a global overview of the scene, which makes reasoning about geometry and shape easier. In this section, we discuss 2D and 3D global entities that are built upon the multi-modal primitives presented in Section 2.

Image contours are encoded as collinear chains of primitives: if two primitives are both collinear and similar (in terms of color and phase) in an image, they are grouped together [36]. To create contours from these groups, the primitives inside the groups are sorted by their position, and the global attributes discussed in Section 5 are calculated. In the case of stereo, if the collinear and similar primitives in the left image have corresponding primitives that are collinear and similar on the right image, the reconstructed primitives are added to the same 3D group. Once the primitives contained within these groups are ordered according to their position and the attributes are calculated, they form 3D contours.

Linking the multi-modal primitives creates multi-modal contours that contain not only geometrical but also appearance information. Similar to primitives, contours also carry information about position, orientation and color. The details of these attributes are discussed in Section 5. These attributes together with the geometrical and visual smoothness of contours give rise to relations between contours (see Section 6) which can be used within the context of different reasoning processes.

Before we go into further details of contours and their relations, we present the notation used in this article. Most of the definitions are similar for 2D and 3D contours; therefore, the notation for 3D will be given in parentheses right after the 2D definition. We represent the \( j^{th} \) 2D contour as \( c_i(C_j) \). Every contour is composed of visual primitives, and the position, orientation and color attributes of the \( j^{th} \) primitive of the \( i^{th} \) contour are represented as \( \rho(C_j)(\theta(C_j)) \) and \( \rho(C_j)(\mathbf{e}^z(C_j),\mathbf{e}^c(C_j)) \) respectively. Note that the indexes \( i \) and \( j \) are arbitrary numbers in the scope of their context and for any scene, \( c_i \) is not always the projection of \( C_i \) (Because of the matching problem during the 3D reconstruction, a 2D contour can contain the projection of more than one 3D contour).

3.1. Contour Parametrization Using NURBS

Although good continuation in terms of geometry and color provides the features that belong to the same contour as a sorted point list, having an analytical description of the contour has various advantages, including robust geometrical calculations. We make use of such an analytical description in the context of grasping (Section 7.3) where robust analytical calculations, like the tangent vector at a specific position on a curve, are necessary. In this work, we chose NURBS (Non-Uniform Rational B-Splines) [37] as a suitable mathematical framework since it is invariant under affine as well as perspective transformations, it can be handled efficiently in terms of memory and computational requirements, and it offers one common mathematical
form for both standard analytical shapes and free-form shapes. In Section 7.3, the use of NURBS in the context of grasping is presented where the orientation of a grasp is calculated as the tangent to a contour. A NURBS curve is defined as [37]

$$C(t) = \frac{\sum_{i=0}^{n} N_{i,p}(t)w_i P_i}{\sum_{i=0}^{n} N_{i,p}(t)w_i}$$ (1)

where \( p \) is the order, \( N_{i,p} \) are the B-spline basis functions, \( P_i \) are control points, \( w_i \) is the weight of \( P_i \), \( n \) is the number of control points, and \( t \) is a continuous variable between 0 and 1.

Note that, because of the noisy nature of 3D data, approximating the curve gives a smoother representation than interpolation. In this work, we used a scheme similar to the one discussed in [38] to determine the 3D points that are used in approximation. For a set of points \( S \), a random point \( p \) is chosen. Let \( S_r \) be a subset of \( S \) that contains the points that are at a distance less than \( r \) to \( p \). After computing a regression line \( l \) for the points in \( S_r \), the two points on \( l \) that have a distance of \( r \) to \( p \) are stored to be used in approximation and the procedure is repeated with these two points until every point on the contour is covered. We end up with a set of points that represent the curve as line segments (Figure 3(b)). We then use these points to apply a least-squares NURBS approximation (see [39] for details on approximation). A sample approximated curve is shown in Figure 3(c). In the rest of this work, we use \( C_r(t) \) to denote the NURBS approximation of \( C \). Note that the advantage of this approach is the reduction of the approximation points to a smaller set which is defining the skeleton of the whole set. We can than use this set to decide the number of control points in the approximation and the degree of the approximating NURBS.

![Figure 3](image-url)

Figure 3: NURBS parametrization of a sample contour. (a) 3D primitives of a contour. (b) The line segment representation of the contour is shown with black line segments. (c) The approximated NURBS is shown as a green curve.

### 4. Handling the Data Uncertainty

As discussed in Section 2, the uncertainty of 2D data propagates to 3D via reconstruction and leads to geometrical noise. In Figure 4, a sample 3D contour of a scene is illustrated where local 3D entities are connected with line segments. Note that the contour shown in Figure 4(d) is the contour in Figure 4(c) from a different view-point—the noise originates from stereo reconstruction. In Figure 4(e), the dominant uncertainty axes for the primitives that are contained by the contour are shown with dashed lines where the dominant uncertainty axis is the axis of the uncertainty ellipsoid discussed in Section 2 with the highest eigenvalue.

![Figure 4](image-url)

Figure 4: A sample 3D contour (a) 3D primitives. (b) 3D primitives of a selected part. (c) The 3D contour that contains the primitives in (b). (d) The contour in (c) from a different view point. (e) Dominant uncertainty directions.

Noise can be significant, especially for entities that are far away from the camera—as in Figure 4. When noise increases, geometrical reasoning about 3D entities becomes less stable, and 3D data becomes unusable. Although it entails extra computation, proper handling of the uncertainty leads to more stable geometrical reasoning. In this article, definitions for geometrical operations will be given with and without handling of uncertainty. In this section, a general methodology for fitting a model to a set of data points by taking the data uncertainty into account is presented (see [40, 41] for details). For such calculations, uncertainty values of the contours’ primitives can be used. As discussed in Section 2, position uncertainty of a 3D primitive is modeled as a covariance matrix which defines an ellipsoid in 3D, where the eigenvectors of the matrix represent the directions of the orthogonal axes and the eigenvalues of the matrix represent the length of each axis. The parameters of a model (e.g., the parameters of a plane) are be calculated by minimizing the Mahalanobis distance between each primitive and the closest point on the model. Given a set of 3D primitives \( \Pi_0...\Pi_n \), the error to be minimized for \( \Pi_i \) is given by:

$$e_i^2 = (X_i - \hat{X}_i)^T A_i^{-1} (X_i - \hat{X}_i)$$ (2)

...
where $X_i$ is the position of $\Pi_i$, $\hat{x_i}$ is the closest point on the model, and $A_i$ is uncertainty matrix of $\Pi_i$. As discussed in [41], since the uncertainty matrices of the data are unrelated, the minimization problem cannot be solved in closed form. Also, $\hat{x}_i$ is not the closest point on the model in Euclidean sense but it is the point that minimizes Eq. 2. Therefore, $\hat{x}_i$ is determined as the closest point on the model after a whitening transform [42, 40] is applied to both $X_i$ and the model. Note that the transformation that is required to transform an arbitrary point $Y$ into the whitened space defined by $(X, A)$ is

$$\hat{Y} = WE(Y - X)$$  \hspace{1cm} (3)

where $E$ is the matrix that is defined by the eigenvectors of $A$, and $W$ is the diagonal matrix defined by $1/\sqrt{e_i}$ for the eigenvalues $e_i$ of $A$. Once the model is whitened, the closest point in the model is found and unwhitened with the following formula

$$Y = E^{-1}U\hat{Y} + X$$ \hspace{1cm} (4)

where $U$ is the diagonal matrix defined by $\sqrt{e_i}$. The minimization of Eq. 2 is done by the Levenberg-Marquardt method. Note that to fit a model with $M$ parameters to $N$ data points, an $NxM$ Jacobian matrix $(J)$ is required, where

$$J_{ij} = \frac{\partial e_i}{\partial h_j}$$ \hspace{1cm} (5)

Here, $e_i$ is the error calculated with Eq. 2 for the parameter set $h$. This partial derivative can be calculated numerically as

$$\frac{\partial e_i}{\partial h_j} = \frac{e_i(h) - e_i(\hat{h})}{\epsilon}$$ \hspace{1cm} (6)

where $\hat{h}_j = h_j + \epsilon$ and $\epsilon$ is a small positive real number. A detailed explanation of the procedure for plane fitting can be found in [40].

Uncertainty information is necessary not only for geometrical calculations but also to obtain an overall uncertainty value for the whole contour, which then can be used to judge the usability of the contour for reasoning. In this work, the uncertainty of a contour is calculated as the mean of the traces of the uncertainty matrices of the primitives that are part of the contour, and is denoted as

$$\Lambda_U^C = \frac{1}{N} \sum_{k=0}^{N} \text{tr}(\Lambda_k)$$ \hspace{1cm} (7)

where $\Lambda_k$ is the uncertainty matrix of the $k_{th}$ primitive in $\Lambda_U^C$ and the trace is equal to the sum of eigenvalues of the matrix, which corresponds in our case to the sum of the lengths of the uncertainty axes of a primitive. Note that this measure is used for determining the usability of 3D contours for reasoning but does not model the contour’s uncertainty geometrically. Therefore, all geometrical computations use the local features’ full covariance matrices rather than the contours’ uncertainties.

In this section, we discussed an iterative method for model fitting to data with uncertainty. Note that for time-critical applications, an iterative solution may put a big overhead on the system. One can neglect the effect of data uncertainty in Eq. 2 by setting $\Lambda^{-1}$ to the identity and reducing the problem to minimization of the Euclidean distance between primitives and their closest point in the model. In this case, a whitening operation is not necessary, and specific models like planes and lines can be fitted with closed-form solutions. Therefore, for the geometrical definitions in Section 5 and 6 where a plane or a line fitting is necessary without data uncertainty handling, Principal Component Analysis (PCA) is used for model fitting. For plane fitting, the eigenvector of the smallest eigenvalue in PCA provides the normal of the plane. For line fitting, the eigenvector of the highest eigenvalue in PCA provides the orientation of the line.

5. Contour Attributes

Since contours are created from multi-modal primitives based on good continuation in terms of geometry and color, they also carry geometrical and appearance information. The contours’ multi-modality originates in the local entities they are computed from. Therefore, every contour has some attributes such as mean color (with left, middle and right components), position and orientation. While mean color encodes a contour’s appearance, position and orientation describe its geometrical properties.

Orientation: The orientation of a contour (both in 2D and 3D) is defined as the dominant direction of the contour, and is represented as $A^o(c_i) (A^o(C_i))$. In 2D, this direction can be defined as the first principal component of the contour. In 3D, if the uncertainty of the data is not taken into account, the principal components of the contour can also be used as the dominant direction. To take the uncertainty into account, this definition can be extended to the orientation of the line that minimizes Eq. 2. The general procedure that was discussed in Section 4 can be used to solve the minimization problem, and initializing the model with the principal components of the contour reduces the amount of iterations needed for convergence. In Figure 5(a), the orientation of a sample contour is illustrated.

Position: The position of a contour $(A^p(c_i), A^p(C_i))$ is defined as the projection of the contour primitives’ centroid onto the best-fitting line (see Figure 5(a)). As discussed for the orientation, the calculation of the best-fitting line may change, and the position of a contour depends on this calculation.

Mean Color: The good continuation criterion applied to the color modality implies that all primitives that create the contour share a similar color. Since primitives have left, right and middle colors, every contour has mean left $(A^{li}(c_i))$, right $(A^{ri}(c_i))$ and middle $(A^{mi}(c_i))$ colors as well. Also, since color is an appearance attribute, it is calculated in 2D for both 2D and 3D contours. For 3D contours, the 2D contours can be obtained by projecting the 3D contours on to the image plane.

The left and right sides of a primitive with position $x$ and orientation $\theta$ is determined according to the vector that passes through $x$ with orientation $\theta$. In some cases, this assignment
may be ambiguous since edges with orientations $\theta$ and $\theta + \pi$ have the same primitive orientation. In computing mean color, this ambiguity is resolved by the following algorithm:

Given a 2D primitive $p_i$ with orientation $(n_i, n_j)$, the left color is defined as the color of the patch which is in the direction of $(-n_j, n_i)$. We use this fact to calculate the mean left and right colors. For the first primitive in the contour, we calculate a point in the left-perpendicular direction of the primitive $(-n_j, n_i)$ and check whether the movement from this point to the primitive itself and the next primitive (e.g., the movement from $P_0$ to $\Pi_0$ and $\Pi_1$ in Figure 5(b)) is counterclockwise or clockwise. For the rest of the primitives in the contour, the same procedure is applied and for the movements in the same direction of the first movement (e.g., $P_1 \Pi_1 \Pi_2$), the left color of the primitive is used for the mean left color of the contour. The algorithm is illustrated in Figure 5(b) for a sample contour. The mean color is defined in the CLab color space because of the statistically less correlated behavior [43] of the CLab space. Also, CLab is more appropriate for defining numerical differences between two colors, since the perceived difference between two colors and their Euclidean distance has a low correlation in RGB space [43]. In Figure 5(c), left and right mean colors of two sample contours are illustrated.

6. Second-Order Contour Relations

In Section 5, a couple of geometrical and appearance-based attributes were defined. These attributes together with the geometrical and visual smoothness of contours give rise to relations between contours that can be used within the context of various reasoning processes (see Section 7). In the present section, we describe certain contour relations with and without data uncertainty handling, and evaluate their potential and limits for reasoning. Note that the geometrical relations are defined only for 3D contours, since they are not preserved by perspective projection.

**Angle:** The angle between two contours is defined by using the orientations of the contours as:

$$R^A(C_i, C_j) = \cos \left( \frac{A^\circ(C_i) \cdot A^\circ(C_j)}{|A^\circ(C_i)| |A^\circ(C_j)|} \right)$$  \hspace{1cm} (8)

Note that the definition of contour orientation may include data uncertainty handling; this will be reflected automatically in the definition of an angle. The procedure is illustrated in Figure 6(a).

**Normal Distance:** The normal distance between two contours is defined by the distance from one contour’s position to the line created by the other’s orientation and position (see Figure 6(b)). Therefore, the distance between the $i^{th}$ and $j^{th}$ contours in the scene is defined as:

$$R^D(C_i, C_j) = \frac{|w_i - (w_i \cdot u_i)u_i| + |w_j - (w_j \cdot u_j)u_j|}{2}$$  \hspace{1cm} (9)

where $w_i$ is $(A^\circ(C_j) - A^\circ(C_i))$, $w_j$ is $(A^\circ(C_i) - A^\circ(C_j))$, and $u_i$ is the orientation of the $i^{th}$ contour. Note that both terms of the sum in Eq. 9 are the formula for the distance of a point to a line.

**Coplanarity:** The coplanarity of entities can be measured by their elongation with a common plane. We define the coplanarity between two contours as the mean angle between a common plane and the best-fit lines of the contours (see Figure 6(c)). Therefore, the coplanarity between the $i^{th}$ and $j^{th}$ contours in the scene is denoted as $R^C(C_i, C_j)$ and defined as

$$R^C(C_i, C_j) = \frac{1}{2} \left( \pi - \cos \left( \frac{n \cdot A^\circ(C_i)}{|n||A^\circ(C_i)|} \right) - \cos \left( \frac{n \cdot A^\circ(C_j)}{|n||A^\circ(C_j)|} \right) \right)$$  \hspace{1cm} (10)

where $n$ is the normal of the common plane $\mathcal{P}(C_i, C_j)$ defined by the primitives inside the contours. Similar to other geometrical definitions, data uncertainty can be handled in the process of common plane calculation and finding the best fitting line (see Section 4 for details).

**Cocolority:** The cocolority $R^C(C_i, C_j)$ between two contours is defined as the color difference between the mean colors on the contours’ sides that face each other. The color difference is calculated by the CIE 1994 color difference [44]. A mean color is calculated for the contours’ sides that face each other, and the color difference is then used to estimate how reliable the mean color is.
To find the facing sides of two contours, an algorithm similar to the mean color calculation is used. The procedure is illustrated in Figure 6(d). For 3D contours $C_i$ and $C_j$, we first calculate two points $(P_0, P'_0)$ that are on the left side of the first primitive $(\Pi_0, \Pi_i)$ of each contour. We then calculate two more points $(P_{N/2}, P'_{M/2})$ that are on the same side with $P_0$ and $P'_0$. Note that $P_{N/2}$ and $P'_{M/2}$ are calculated from the primitives that are closest to the contours’ centroid $(\Pi_{N/2}$ and $\Pi_{M/2})$. A side test to $P_0$ ($P'_0$) with respect to the line defined by the other contour reveals which side of the contour faces the other one.

Similar relations can be defined for the local features discussed in Section 2. Within the context of Section 7, relations between primitives are used for comparison between local and global reasoning approaches. A brief explanation of these relations can be found in [45].

6.1. Effect of Contour Uncertainty on Relations

To investigate the effect of uncertainty on the contour relations defined in Section 6, an artificial dataset was produced where an isosceles triangle is moved away from the camera in a direction perpendicular to the image plane. As illustrated in Figure 7(a-b), as the triangle moves further from the camera, the uncertainty of the contours becomes higher and the poor reconstruction makes reasoning more and more difficult.

In the experiment, angle and coplanarity relations were calculated for contours that lie on the isosceles sides of the triangle in each frame. For every frame, the number of primitives contained within a contour was kept constant. The experiment was repeated 100 times, adding random white noise on the stereo image pair. The resulting plots are presented in Figure 7(c-d). The correct 3D angle is 30 degrees, and the coplanarity value is zero (since both contours are in the same plane).

Two aspects of these results deserve a detailed explanation.

- **Degeneration:** The precision of the estimates decreases with triangle’s distance from the camera. This degeneration process is reduced if using estimates that take the uncertainties into account; however, it cannot be avoided. At some point, it does not make sense anymore to do such 3D reasoning processes.

- **Systematic errors:** Not only the variance of the estimates increases with distance, there is also a growing systematic error in these estimates. The reason for this is that isotropic noise on the orientation of the two contours results in a bias. It is more likely that these orientations deviate rather than converge for an angle of 30 degrees.

Any reasoning with 3D contour relations is affected by these two hindrances.

7. Using 3D Contours in Cognitive Vision and Grasping Tasks

In this section, we exemplify the use of our multi-modal contours and their relations, with four applications from different domains. We chose these very different domains—road lane detection, depth prediction and grasping unknown objects—to demonstrate the generality of the approach. In Section 7.1, the contour relations are used in a Bayesian framework for lane marker detection. In Section 7.2, we show that 3D contours can be used for depth prediction, even for non-planar homogeneous surfaces. In Section 7.3, we demonstrate that 3D contours and their relations can be used to define grasping hypotheses for unknown objects, and that the very same relational space can be used as features for grasp learning. Finally, in Section 7.4, we discuss how the effect of uncertainty can be reduced via accumulation over time.

7.1. Task 1: Road Lane Detection

Relations between contours give rise to both geometrical and appearance cues. These cues can be combined within a Bayesian framework to calculate the probability of an event happening for given cues. In this section, a road lane detection system based on Bayesian reasoning (see, e.g., [46]) is discussed to illustrate the relevance of the relational space for reasoning. The details of this work can be found in the workshop publication [45].

Lane marker detection usually combines different stages of processing such as feature extraction, initial estimation, lane modeling and tracking (see, e.g., [47, 48] for a review). In this section, we focus on the estimation and modeling steps. In 2D approaches such as [49, 48] perspective properties of parallel lines and appearance properties of lane markers are used to
model the lanes. 3D approaches such as [50] combine geometrical properties of roads (e.g., the width of the road, estimated ground plane) and appearance properties in a statistical manner. In our approach, we start with the observation that lane structures are defined not only by their local appearance but also by the relations between them (see Figure 8): lane structures, besides usually being connected to collinear, high-contrast edges, are usually found close to the ground plane, are mutually coplanar, and are part of parallel structures with certain distance ranges relative to the lane width. None of these different relations is on its own sufficient to describe lane structures; however, their probabilistic combination in terms of a Bayesian reasoning process results in a stable classification. Moreover, we do not assume a static road model but learn it in terms of prior and conditional probabilities.

In addition to the angle, normal distance and coplanarity relations discussed in Section 6, we use color difference between mean left and right colors of a contour and the Euclidean distance of contours to a roughly estimated ground plane (ground plane relation). Note that a rough estimation of the ground plane is possible, once the height of the camera as well as its orientation is known.

The likelihood of an entity \( e \) being part of a lane \( \mathcal{L} \) given a number of visual cues pertaining to the entity \( \eta^e = \{ \eta^e_0, ..., \eta^e_n \} \) can be defined as:

\[
P(e \in \mathcal{L} | \eta^e). \tag{11}
\]

According to Bayes’ formula, Eq. 11 can be expanded to

\[
P(\eta^e_1 | e \in \mathcal{L})P(e \in \mathcal{L}) \rightarrow P(\eta^e_1 | e \notin \mathcal{L})P(e \notin \mathcal{L}). \tag{12}
\]

Assuming independence between the cues, the denominator of Eq. 12 can be expanded to

\[
P(\eta^e_1, ..., \eta^e_n | e \in \mathcal{L}) = P(\eta^e_1 | e \in \mathcal{L}) \cdot \cdots \cdot P(\eta^e_n | e \in \mathcal{L}) \tag{13}
\]

and

\[
P(\eta^e_1, ..., \eta^e_n | e \notin \mathcal{L}) = P(\eta^e_1 | e \notin \mathcal{L}) \cdot \cdots \cdot P(\eta^e_n | e \notin \mathcal{L}). \tag{14}
\]

Eq. 12 can be solved once the prior and conditional probabilities are known. In the learning phase, a set of hand-labeled data from a publicly-available sequence (www.mi.auckland.ac.nz/EISATS, SET 3: Colour stereo sequences Drivsco) was used to calculate these probabilities for the training set. The prior probability \( P(e \in \mathcal{L}) \) is calculated by counting the entities that are on and off the lane, for all training images (see Figure 9(a)). Also, in order to calculate the conditional probabilities \( P(\eta^e_i | e \in \mathcal{L}) \) and \( P(\eta^e_i | e \notin \mathcal{L}) \) for a specific value of \( \eta^e_i \) in the test phase, a conditional probability density is estimated from the training set for each relation (Figure 9(b-f)). Note that for a given conditional probability, the non-overlapping area between two densities can be expressed as an \( L^1 \)-distance, which can be associated to the relevance of each relation for reasoning. As illustrated in Figure 9, the \( L^1 \)-distance is quite high for

Figure 7: Effect of uncertainty on contour relations for the isosceles sides of the triangle in an artificial dataset. (a) Some samples from the dataset as stereo image pairs and 3D primitives. (b) Change in the contour uncertainty as the triangle moves away from the camera. (c) The angle between the sides of the triangle as it moves away from the camera. (d) The coplanarity between the sides of the triangle as it moves away from the camera.
some cues (e.g., the distance to the ground plane), which is an indication of that particular cue’s relative importance. In this work, we represent the probability densities with histograms, and for the densities X and Y with n bins, the \( L^1 \)-distance is defined as:

\[
|X - Y|_1 = \sum_{i=0}^{n} |X_i - Y_i|. \tag{15}
\]

Once the prior probabilities and the densities for the conditional probabilities are calculated from the training data, Eq. 12 can be used to calculate the posterior probabilities—i.e., the probability of entities of the test set being on the lane for the given visual cues. In this work, the Bayesian framework was applied to three cases where the relational space was based on (a) relations between primitives, (b) relations between contours, and (c) relations between contours that have an uncertainty value below a certain threshold. In Figure 10, the distribution of the posterior probabilities for all three cases are displayed. Note that the \( L^1 \)-distance value is highest for the case where contours are used after an uncertainty thresholding. In Figure 11, some samples of extracted lanes are shown.

The evaluation was done by measuring two values for each case. We calculate the classification success rate (CSR) as the percentage of true positives (entities that are labeled as part of a lane and detected as part of a lane) plus true negatives (entities that are labeled as not part of a lane and detected as not part of a lane) in the whole set (Eq. 16). We also have a positive success rate (PSR), which is defined in Eq. 17 as the percentage of true positives in the set of true positives plus false negatives (entities that are labeled as part of lane and detected as not part of lane).

\[
\text{CSR} = \frac{\text{true positives} + \text{true negatives}}{\text{whole set}} \tag{16}
\]

\[
\text{PSR} = \frac{\text{true positives} + \text{false negatives}}{\text{true positives}} \tag{17}
\]

While the classification success rate measures how successful the algorithm is at classifying entities in a scene as lane and non-lane, the positive success rate measures how successful the algorithm is for finding lane structures. When the relations between primitives are used, we obtain a classification success rate of 78.4% and a positive success rate of 58%. The use of contour relations results in a classification success rate of 75.3% and a positive success rate of 74.2%. Once the contour relations are used after applying an uncertainty threshold, we obtain a classification success rate and a positive success rate of 88.3%.

7.2. Task 2: Depth Prediction using Contours

In this subsection, we show that depth information at homogeneous image areas can be predicted from the depth information available at the contours (an extension of the work originally presented in [51]). It is not possible to estimate depth information at homogeneous image areas directly. The statistical investigations using chromatic images with corresponding range data have revealed that it is possible to predict the depth information at homogeneous image areas from the reliable depth information available at the contours of a scene [52].

Similar to an edge primitive, we define a homogeneous primitive in 2D \( \pi^m \) and in 3D \( \Pi^m \):

\[
\pi^m = (x, c), \tag{18}
\]

\[
\Pi^m = (X, n, c), \tag{19}
\]

where x and X are the positions in the 2D and the 3D space, respectively; c is the color representation, and n is the surface normal of the homogeneous primitive in the 3D space. \( \pi^m \) is extracted directly from the image (see Figure 12(b)), and \( \Pi^m \) is estimated from the contours that bound \( \pi^m \).

The bounding contours of a homogeneous primitive \( \pi^m \) are found by making searches in a set of directions \( d_i, i = 1, ..., N_d \) for the edge primitives. In each direction \( d_i \), starting from a minimum distance \( R_{\text{min}} \), the search is performed up to a distance of \( R_{\text{max}} \) in discrete steps \( s_j, j = 1, ..., N_s \). If an edge primitive \( \pi \) is found in direction \( d_i \) in the neighborhood \( \Omega \) of a step \( s_j \), \( \pi \) is added to the list of bounding edges and the search continues with the next direction \( d_{i+1} \).

The bounding contours of a homogeneous primitive \( \pi^m \) form a set of edge primitives, \( \{ \pi_i \} \) (for \( i = 1, ..., N_E \)). We form pairs from this set (only from those that are cocolor, coplanar and not collinear), and each pair gets to cast a vote \( v \) for the depth of...
The prior probability distribution (a) and conditional probability densities (b-f) for relations between contours that contain a maximum of 6 primitives.

\( v = (X, n) \).

We compute the vote from a pair of edge primitives \( \pi_i \) and \( \pi_j \) by first fitting a plane to their corresponding 3D primitives \( \Pi_i \) and \( \Pi_j \), and finding the intersection of this plane with the ray going through the homogeneous primitive \( \pi^m \) and the optical center of the camera. This intersection defines the 3D position \( X \) in the vote \( v \), and the surface normal of the plane at point \( X \) is taken as \( n \).

Each vote has an associated reliability \( r \), which is inversely proportional to the distance between the homogeneous primitive \( \pi^m \) and the voting pair of edge primitives \( \pi_i \) and \( \pi_j \):

\[
 r = 1 - \frac{1}{\min(d(\pi^m, \pi_i), d(\pi^m, \pi_j))},
\]

where \( d(\ldots) \) is the Euclidean distance between two features.

The set of votes is combined by, first, clustering the votes (using a histogram with a fixed number of bins) and averaging (using the reliability in Eq. 21 as the weights) the votes inside the most crowded cluster.

The model described above which focuses on local features can only predict depth for planar surfaces. This limitation can be relaxed by making use of the global contours. We create a one-to-one association between the primitives of curved contours that surround a homogeneous area and do the depth prediction based on the paired primitives (see [52] for details). The model’s applicability to round surfaces is demonstrated on a simple scene in Figure 12. The figure also shows the results from two dense stereo algorithms; namely, dynamic programming and a phase-based stereo algorithm [53]. In addition, the applicability of the model is presented on an outdoor scene in Figure 12(j-i). Comparing the results in Figure 12(k) and Figure 12(l), it is visible that the depth prediction gives reasonable information for areas sufficiently close to the camera, however the quality of depth prediction degrades when the reconstruction quality of contours decreases with increasing distance from the camera. Here we want to stress that we do not claim that our method outperforms other stereo methods which are based on direct correspondences. We want to show however that depth prediction based on contours provide one additional cue that can be combined with other depth cues. For example, in [54], this depth estimate was used to improve dynamic programming stereo-matching.

### 7.3. Task 3: Using 3D Contours and Their Relations for Grasping Unknown Objects

In this section, the use of 3D contours and their relations in the context of grasping unknown objects is presented. We demonstrate that 3D contours and their relations can directly be associated to actions and that they span a relevant space as features for learning.

In the absence of prior knowledge about the 3D model of an object, sensory data must be used to calculate grasping hypotheses (see, e.g., [55]). The sensory data is analyzed to identify few grasping points that are likely to be grasped and the outcome of the grasping attempts are analyzed further to generalize the grasping behavior (see, e.g., [56, 57, 58]). For example in [56],
Figure 10: The normalized histograms of the posterior probability densities for individual and grouped entities. (a) Based on individual primitives. (b) Based on groups of maximum 6 primitives without uncertainties. (c) Based on groups of maximum 6 primitives after applying an uncertainty threshold.

Figure 11: Results of the Bayesian framework applied on different frames.

Saxena et al. use multiple images of the object to be grasped and grasping locations that are identified on these images are triangulated for gathering 3D information. Similar to our approach, 3D information coming from different sensors (such as stereo cameras or range scanners) can be used directly to generate grasping hypotheses. For example in [58], 3D data points are clustered into primitive box shapes to approximate unknown objects and grasping hypotheses are created based on this box representation. The main difficulty of grasping unknown objects is that features extracted from the scene (which in general are afflicted with a large degree of noise) need to be related to grasping actions. Here we show that the 3D multi-modal contours can be a powerful trigger for such grasping actions. In particular, we show that a more global approach based on contours outperforms a local approach based on local primitives in terms of stability and robustness.

Grasps for a two-finger gripper are defined through a 3D location $x$ and two direction vectors $r_1$ and $r_2$ as shown in Figure 13(a). Making use of the coplanarity relation as defined in Section 6, we can associate a number of grasps to two coplanar contours or primitives (see Figure 13(b)). In this way, we can compute a large variety of grasping hypotheses (see Figure 13(d)) for any given object.

A grasp at a certain position $C_i(t_0)$ on a contour $C_i$ that is coplanar and cocolor with a contour $C_j$ is defined as:

$$ x = C_i(t_0), \quad r_2 = n, \quad r_1 = r_2 \times C'_i(t_0)$$

(22)

where $C_i(t_0)$ is the 3D position on the NURBS curve of $C_i$ (see Section 3.1), $n$ is the normal of the common plane $\Psi(C_i, C_j)$ that is calculated for coplanarity, $C'_i(t_0)$ is the first derivative of $C_i(t_0)$ which corresponds to the tangent vector of the curve at that position and $\times$ is the cross product operator. An example grasp defined by two contours is illustrated in Figure 13(e).

It has been shown that such a straightforward association of coplanar contours to grasps, without making use of any prior object knowledge, is already capable of achieving success rates of about 40% even for scenes with high complexity such as the one in Figure 14 (for details, see [59]).

In the following, we compare the performance of grasps defined by relations between contours and local features. For the local approach, the grasping hypotheses are calculated from the location and orientation of two primitives that are cocolor and coplanar as described in [55] (see Figure 13(b) for a brief explanation).

For the comparison of the global and local approaches, two contours from the brim of the can that is shown in Figure 15 were manually selected to make sure that they belong to the same surface so that the orientation of the brim can be used as ground truth. After adding random noise to all primitives within the range of ellipsoids defined by their position uncertainty (see Section 2), grasp hypotheses were calculated using both the local and global approaches for a number of locations on the brim of the can. For the local approach, every third primitive on one contour and all other primitives on the other contour were used to define multiple grasping hypotheses and the hypothesis that aligns best with the ground truth was chosen. For the global approach, grasping hypotheses were defined using Eq. 22 for the locations used for the local approach. As shown in Figure 15 (a) and (b), even though the best grasps were chosen for the local approach, the global approach performs significantly better.
This is because the local approach is based on only two primitives, while the global approach makes use of the geometric stability of contours.

Besides the fact that using coplanar contours instead of coplanar pairs of local features increases the robustness and success rate of grasping unknown objects, it has been shown that the performance can be further increased by learning [59]. To this end, we constructed an artificial neural net that predicts a success likelihood for a grasp depending on the relations of the contours defining the grasp. Three relations between contours in addition to coplanarity—namely, cocolority, normal distance, and angle—were used as input features to the neural network. Each grasp attempt was evaluated haptically by the robot, which resulted in a set of triplets containing the performed grasp, the contours defining the grasp as well as a label for success or failure. From these data, the robot system learned a function predicting the success likelihood of the grasp depending on the values of the four relations. For example, from the large number of potential grasps shown in Figure 13(d), the system picked the one with the highest predicted success likelihood. We have shown that such a learning based selection can increase the success rate of the grasping behavior from about 40% to above 60% (for details, see [59]). Note that by learning a success likelihood for a grasp that can be associated to a certain constellation of contours, no prior knowledge pertaining to specific objects is introduced. Rather, the system acquires general knowledge about the chance of grasp success when certain sets of relations occur in the scene.

7.4. Task 4: Disambiguation via Accumulation

As we discussed in Section 6.1, data uncertainty has a negative effect while reasoning in 3D. One way to reduce the uncertainty is to acquire multiple images of a scene from different perspectives to accumulate a full 3D model [60]. This process is based on the combination of three components. First, all primitives are tracked over time and filtered using an Unscented Kalman Filter based on the combination of prediction, observation and update stages. In the prediction stage, the system’s knowledge of the motion (e.g., the motion of the robot arm) or an estimated motion (see, e.g., [61]) is used to calculate the poses of all accumulated primitives at the next time step. The observation stage matches the predicted primitives with their newly observed counterparts. The update stage corrects the accumulated primitives according to the associated observations. This allows the encoding and update of the feature vector. Secondly, the confidence in each tracked primitive is updated at each time step according to how precisely the accumulated primitive was matched with a new observation. The third process takes care of preserving primitives once their confidences exceed a threshold, even if they later become occluded for a long period of time. It also ensures that primitives are discarded if their confidence falls below a threshold. New primitives that were not associated to any accumulated primitive are added to the accumulated representation, allowing the progressive construction of a full 3D model.

Temporal consistency is used by several computer vision methods as well to reduce feature uncertainty, prominently the Structure From Motion (SFM) and Simultaneous Localization and Mapping (SLAM) class of methods. SFM methods are mainly batch methods (e.g., bundle adjustment [62]) that can achieve very high accuracy by minimizing the projection error of the 3D features in all images. In the SLAM scenario, in contrast to the bundle adjustment case, the maps are built incrementally using Kalman filter variants [63, 64, 65, 66, 67] or, more recently, particle filters [68, 69]. The Fly algorithm by [70] that uses genetic algorithms to maintain a population of “flies” on
Figure 13: Grasping with a two-fingered gripper. (a) A grasp is defined by a location and two directions \((r_1, r_2)\). (b) The direction vectors for local features are defined as \(r_2 = (u_3 \times u_1) + (u_2 \times u_3)\) and \(r_1 = u_3 \times r_2\). (c) A blue pan to be grasped. (d) A set of grasping hypotheses generated to grasp the blue pan. (e) An example grasp based on contours.

Figure 14: Grasping in a cluttered scene. (a) Objects to be grasped. (b) The robot grasps an object based on a grasping hypothesis. (c) A set of successful grasping hypotheses generated to grasp the objects in the scene.

Figure 15: Grasp locations for different approaches. (a) Grasps that are calculated by using local features for different noise levels. (b) Grasps that are calculated by using contours for different noise levels.

8. Conclusions

We discussed the potential of reasoning with multi-modal contours in the context of scene analysis for driver assistance, depth prediction and robot grasping. In the first application, we have shown the saliency and semantical interpretability of contours and their relations within the context of lane marker detection. In that application, both appearance and geometrical properties as well as inter-relations of contours have been evaluated statistically and found relevant for extracting road lane markers. The application on depth prediction revealed the importance of global reasoning in terms of reliability by showing the fact that contours encode richer information than local features in terms of geometry. Similarly, the application on robot grasping pointed to the reliability (using contours instead of local features leads to more stable grasping predictions) as well as saliency (using coplanar and cocolor contours reduces the uncertainty. Note that despite the newly added primitives, the overall uncertainty decreases, as shown in Figure 16(c).
amount of grasping hypotheses) and semantical interpretability of contours. In the fourth application, we have shown that the 3D contour relations cover a relevant space for learning. Overall, we observed that the geometrical reasoning in 3D benefits from the use of contours and the uncertainty of the data. Also, we observed that reasoning with global entities decreases computation time of any algorithm making use of relations, and increases the discriminative power of these relations, in particular when reasonable limits for the uncertainty are taken into account.
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