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ABSTRACT

We propose a novel interactive incremental method for pixel classi�er construction. It yields very e�cient decision tree classi�ers

and allows training of hierarchical classi�ers for recognition of simple structured objects. Two novel concepts made possible

by our paradigm are demonstrated: (1) Incremental training of a decision tree classi�er on a sequence of images permits

incremental, non-iterative improvement by dynamic addition of user-speci�ed informative training pixels, i.e. pixels that are

currently misclassi�ed and will thus change the classi�er. In experiments on a realistic terrain classi�cation task, the number

of training instances involved in building a classi�er was reduced by several orders of magnitude, at no perceivable loss of

classi�cation accuracy. (2) Hierarchical classi�cation extends the concept of pixel classi�cation from labeling pixels directly

with their categories to utilizing these class labels to describe more complex objects. We propose a set of simple and generic

feature extractors that characterize spatial relationships between class labels. This makes our system capable of solving object

recognition tasks beyond the realm of traditional pixel classi�er systems, which is illustrated by a wildlife survey example, a

seagull counting problem.

KURZFASSUNG

Wir pr�asentieren eine neuartige Methode zur interaktiven, inkrementellen Erstellung von Pixel-Klassi�katoren. Sie erm�oglicht

die schnelle und einfache Erstellung sehr e�zienter Entscheidungsbaum-Klassi�katoren, sowie die Konstruktion einer Hierarchie

von Klassi�katoren f�ur die Erkennung einfacher strukturierter Objekte. Wir demonstrieren zwei neuartige Konzepte: (1) Ein

Entscheidungsbaum-Klassi�kator kann durch inkrementelles Training auf Beispiel-Bildern, die in monotoner Folge pr�asentiert

werden, konstruiert und verfeinert werden. Der Nutzer w�ahlt dabei interaktiv informative Trainingspixel aus, d.h. solche

Pixel, die vom aktuellen Klassi�kator misklassi�ziert werden. Experimente anhand eines realistischen Klassi�kationsproblems

ergaben eine drastische Reduktion der Anzahl von Trainingspixeln gegen�uber einem herk�ommlichen Trainingsverfahren, ohne

erkennbaren Genauigkeitsverlust. (2) Hierarchische Klassi�kation erweitert das Anwendungsgebiet von Pixel-Klassi�katoren:

Das Ergebnis einer Klassi�kation wird von einem weiteren Klassi�kator verwendet, um komplizierte Klassi�kationsprobleme zu

l�osen. Wir pr�asentieren drei einfache generische Funktionen zur Extraktion topologischer Relationen zwischen klassi�zierten

Pixeln. Diese k�onnen von einem hierarchischen Klassi�kator genutzt werden, um einfache Objekte zu erkennen, was wir am

Beispiel von Seem�owen demonstrieren.

1 INTRODUCTION

Image pixel classi�cation is a fundamental task in computer

vision. Despite abundant applications, the construction of

high-performance pixel classi�ers usually involves substantial

cost in terms of human e�ort. A traditional procedure for

classi�er construction is illustrated in Figure 1: A number

of training instances (i.e. completely or partially hand-labeled

images) are selected and passed to a classi�er construction

system. The resulting classi�er is then evaluated, typically by

comparing its output with ground truth data and assessing

its accuracy. If the performance is not satisfactory, some

parameters of the system are changed, such as the feature

set or the training set, or the classi�er construction algorithm,

and the entire procedure is repeated.

The training set has a great in
uence on the performance of a

classi�er. For this reason, great e�ort is traditionally put into

the construction of the training set. This work is concerned

with e�cient selection of informative training instances. In

the case of image pixel classi�cation, substantial cost is in-

curred by the requirement to provide correct labels for the

training pixels by hand. Therefore, one would like to be able

to provide a small number of well chosen training instances

relatively quickly, at no loss of classi�cation accuracy (or even

improved accuracy, Salzberg et al. 1995).

Besides the cost of manual labeling, there are other bene�ts

to keeping the training set small. For example, a typical de-

cision tree classi�er will attempt to place training instances

of di�erent classes in separate leaf nodes, as long as they are

discernible based on their feature vectors. However, in most

practical applications the distributions of the di�erent classes

overlap in feature space, which leads to overly specialized

and very complicated decision trees with poor generalization

properties. This is typically addressed by elaborate pruning

algorithms which try to detect overspecialization and simplify

a tree, in essence trading classi�cation accuracy on the train-

ing set for improved generalization. Other types of classi�ers

address this problem di�erently, e.g. by drawing maximum-

likelihood boundaries between classes in feature space. To

generate optimal classi�ers, such algorithms require a su�-

ciently large number of training instances whose distributions

in feature space meet the statistical assumptions made by

the algorithm. In many practical applications this require-

ment cannot be met.

Consequently, it would be bene�cial to select a small number

of informative training instances that are known (or thought)



to be typical representatives of their class, rather than a large

number from an unknown distribution. In the case of decision

tree classi�ers, such a procedure should ideally eliminate the

need for pruning altogether.

This raises the question of what constitutes a well-chosen

training instance. If one could know where the classi�er

makes mistakes, one could generate an informative instance

by providing a correct label for a currently misclassi�ed pixel.

This suggests an interactive tool.

We propose an interactive system for e�cient construction

(in terms of human involvement) of pixel classi�ers. In our

system, the o�-line iterative procedure (Figure 1) is replaced

by an on-line Interactive Teacher/Learner paradigm (Figure

2), which we call ITL. The Teacher is a human domain ex-

pert who operates a graphical user interface to select images

for training and, for any image, selects and labels small clus-

ters of pixels. The Learner is a computer program that op-

erates through a well-de�ned communication interface with

the Teacher's interface. The Learner can receive images and

training instances, and can produce a classi�er, which in turn

produces labels for the pixels of the current training image,

according to the most recent classi�er.

A fundamental aspect of this model is that it is incremental.

The Teacher does not need to provide a large number of in-

stances that may or may not be informative. Instead, each

time the user provides a new instance, the Learner revises

its classi�er as necessary, and begins to relabel the current

training image. This lets the user see the misclassi�ed pixels

immediately, and helps him decide where additional or re-

vised training instances are most needed, or when the set of

accumulated training instances is su�cient.

This notion of incremental training makes the ITL system

suitable for training on image sequences. Traditionally, the

classi�er construction procedure is performed using some

�xed set of training and test images. Once a good classi�er

is found, it is retained and expected to perform well on pre-

viously unseen images. With ITL, in contrast, �xed training

and test sets are not required: Training is started on the �rst

image and continues until the result is satisfactory, and the

image might never be considered again. When the next image

comes in, training resumes, until good classi�cation has been

achieved. This process is continued as necessary. Assuming

that the images in the given class are su�ciently similar {

as must be the case in any classi�cation task { this training

procedure is expected to converge in the sense that less and

less training is required to achieve satisfactory performance,

as more images are seen. An example of this procedure is

presented and quantitatively evaluated in Section 3 below.

The interactive nature of training can be exploited to allow

the user to convey { by giving examples { more knowledge

into the classi�er construction process than any reasonable
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Figure 1: Traditional classi�er construction.
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Figure 2: Interactive, incremental classi�er construction.

feature set can express. This idea led to the concept of hier-

archical classi�cation, which is presented in Section 4.

2 CLASSIFIER ISSUES

The Interactive Teacher/Learner paradigm requires a learning

algorithm that can classify pixels quickly (thousands of pix-

els per second), and can update its classi�er quickly as new

instances become available from the Teacher. If the classi-

�er is updated slowly, the user will experience delay in seeing

the e�ects of training, which slows down the process of cor-

recting misclassi�ed points, and basically defeats some of the

advantages of the interactive process. More importantly, the

various costs associated with a complex classi�cation problem

(time, human labor, psychological burden) are reduced when

the user rapidly gets to see the e�ect of the training examples

that are incrementally supplied to the classi�er construction

algorithm. Thus, reducing the feedback delay between select-

ing a training example and obtaining the classi�cation results

within a current region of interest is essential.

This work is primarily concerned with e�ective selection of

training instances. Another important issue in classi�er con-

struction is the de�nition of a feature set. It is known that

increasing the size of a feature set can adversely a�ect classi-

�er performance (Devijver and Kittler 1982). Selection of an

optimal feature subset from a given universe of features has

been shown to be infeasible in practice (Ferri et al. 1994).

Classi�ers that utilize the entire feature set (such as neu-

ral networks, nearest-neighbor clusterers, linear machines) are

particularly sensitive to redundant and noisy features. This

motivates the use of a decision tree classi�er which consults

only a single feature at each decision node. Only informative

features are incorporated into the tree, and features of little

discriminative power are disregarded entirely. \Informative"

here refers to the ability of the classi�er to classify the train-

ing set correctly. One is still left with the problem of selecting

representative training instances that will cause the tree in-

duction algorithm to select those features that will result in

good generalization. Thus, we have not solved the feature

selection problem, but by employing an interactive decision

tree paradigm we can address these issues in terms of training

instance selection.

We employ the incremental decision tree inducer ITI (Utgo�

1994; Utgo� et al. 1997). ITI revises its tree incrementally,

meaning that it can accept and incorporate training instances

serially without needing to rebuild the tree repeatedly. The

algorithm builds the same tree for the same accumulated set

of training instances, regardless of the order in which they are

received. Furthermore, the algorithm maintains data struc-

tures that allow it to revise its tree dynamically without rein-

specting the training instances.

In this work, we are not concerned with some of the issues



that are important within the machine learning research com-

munity. Our goal is to allow the user to construct a reason-

ably small tree (to produce a fast classi�er with good gener-

alization properties) through an acceptably small amount of

training. If a tree were produced that was a little larger than

might otherwise be necessary, and required a few more train-

ing examples than might otherwise be necessary, but were

produced much more quickly, then the overall task of pro-

ducing the component pixel classi�er nevertheless might still

be accomplished more cheaply, due to less wasted time.

Whenever the Learner is done updating its tree, it begins

to classify pixels of the current training image until it has

classi�ed the entire image, or until a new tree is available. To

reduce feedback delay, this classi�cation process begins at the

location of the latest mouse click, and continues in the shape

of a growing square centered at this location. This gives the

user immediate feedback at the location which is likely to be

most important to him. In practice, the user will have to wait

only a few seconds until she or he detects new candidates for

informative training instances. Our experiments suggest that

a growing-radius scheme like this is the key to operating on

images of virtually unlimited size in interactive time.

3 QUANTITATIVE RESULTS

In this section, we compare our ITL system with a previ-

ously published classi�cation result by Wang et al. (1997).

We chose this example because it uses state-of-the-art tech-

niques, the task is realistic, and their data include ground

truth.

Wang et al. considered a monochromatic aerial image of a

rural area in Ft. Hood, Texas (Figure 3). The goal was to

build a pixel classi�er to recognize the four terrain classes

bare ground (road, riverbed), foliage (trees, shrubs), grass,

and shadow. Their most e�ective feature set consisted of 12

co-occurrence features (angular second moment, contrast,

and entropy at four angular orientations each; Haralick et al.

1973), four three-dimensional features introduced by Wang

et al., and the intensity. The co-occurrence features employed

have previously been claimed to be highly e�ective for classi-

�cation (Conners and Harlow 1980; du Buf et al. 1990; Oha-

nian and Dubes 1992; Weszka et al. 1976). The 3D features

are generated during stereo processing of a calibrated image

pair (Schultz 1995) and were recently shown to be highly dis-

criminative in this task. The Foley-Sammon transform (FST;

Foley and Sammon 1975) was employed as a classi�er. FST

is a linear discriminant method that is considered e�ective

(Liu et al. 1993; Weszka et al. 1976).

As a training set, Wang et al. used four homogeneous square

regions of di�erent sizes: 99�99 (foliage), 75�75 (grass),

37�37 (bare), and 11�11 (shadow). This was one of their

best training sets found after extensive experimentation. The

16916 training pixels constitute less than 1% of the entire

image (1,936,789 pixels). Ground truth was generated by

hand. For more details, refer to Wang et al. (1997).

We generated a baseline of the performance of ITI with re-

spect to FST on this task by running ITI in conventional batch

mode on the same input data as described above, using the

full training set of 16916 pixels (Table 1). ITI achieved a

classi�cation accuracy of 85.9%, outperforming FST.

To give a �rst impression of an ITL classi�er when trained on

an image sequence, we split the image into ten subimages of

a b

c d

shadow , grass , foliage, bare

Figure 3: (a) Subimage (250�200 pixels) of Ft. Hood scene;

(b) manually generated ground truth (note the di�culty of

this task on this particular subimage); (c) classi�cation results

generated by an ITI classi�er built in traditional batch mode

using Wang et al.'s training data; (d) classi�cation results

generated by an interactively trained ITI classi�er.

size 400�400 which we shu�ed to obtain a sequence. Since

all of the subimages stem from the same image, they are likely

to be more similar than images from a real sequence. On the

other hand, local terrain characteristics vary enough across

the large spatial extent to demonstrate our point.

A classi�er was then interactively trained on one subimage

at a time: Initially, the Learner knows nothing, i.e. the clas-

si�er is empty. Each mouse click creates a single training

instance. The learner receives it, updates its classi�er, and

begins to reclassify the current image. As soon as the Teacher

observes misclassi�cations, she/he can choose to provide an-

other training example. This procedure is repeated until the

Teacher is satis�ed with the Learner's performance. Then,

training continues with the next subimage.

For later analysis of the training process, each decision tree

updated as the result of a mouse click was saved to a �le. At

the end of the session, the saved decision trees were used o�-

line to evaluate the accuracy of the decision tree after each

mouse click by comparing the classi�cation results on the en-

tire image with Wang et al.'s ground truth data. The results

for two separate training sessions (using di�erent subimage

permutations) are plotted in Figure 4.

In both cases, excellent classi�er accuracy was achieved after

very few mouse clicks. Most training was performed on the

�rst few images. In subsequent images, little or no correc-

tions were necessary. Furthermore, the amount of change in

the learning curve introduced by the application of a single

training pixel decreases with training, as is to be expected.

Both observations indicate well-behaved convergence of this

incremental training procedure. This needs to be con�rmed

on actual video image sequences.

However, the accuracy did not increase monotonically, and

training on an atypical subimage can decrease the overall ac-

curacy. This is the case for one particular subimage which

appears as #6 in Sequence 1 and as #2 in Sequence 2. No-

tice in Figure 4 that this subimage is the only one where

training did not result in a local improvement of the full im-

age classi�cation accuracy.



FST: shadow grass foliage bare total

gt-shadow 13.8 0.0 27.8 0.2 41.8

gt-grass 0.0 468.6 202.7 11.8 683.0

gt-foliage 2.0 18.0 995.7 2.8 1018.6

gt-bare 0.0 33.9 21.4 138.1 193.4

total 15.8 520.6 1247.5 152.9 1936.8

correctly classi�ed pixel total: 1616.1

overall classi�cation accuracy %: 83.4

ITI: shadow grass foliage bare total

gt-shadow 31.6 0.0 9.8 0.0 41.4

gt-grass 1.8 565.4 82.7 27.5 677.4

gt-foliage 26.9 86.6 881.9 13.6 1009.0

gt-bare 0.5 18.1 3.9 169.6 192.1

total 60.8 670.0 978.4 210.7 1919.9

correctly classi�ed pixel total: 1648.5

overall classi�cation accuracy %: 85.9

Table 1: Contingency tables of classi�cation results using

Wang et al.'s training data. Numbers represent pixels in

1000's. Rows show ground-truth numbers, columns classi-

�er results. Top: FST, bottom: ITI.

interactive batch

# Training instances: 14 22 16916

% correct: 85.6 85.2 85.9

# tree nodes: 9 13 181

max. tree depth: 3 3 23

# features used (of 17): 4 4 16

Table 2: Comparison of classi�cation results by di�erent ITI

classi�ers. The interactively trained classi�ers are from Se-

quence 1 (14 training pixels) and Sequence 2 (22 training

pixels). The batch-generated classi�er used the training data

from Wang et al.

Table 2 compares the two interactively trained ITI classi�ers

(sequences 1 and 2) with a traditionally constructed ITI clas-

si�er (using Wang's training data). All three perform equally

well; the di�erences in accuracy are negligible. Striking, how-

ever, is the simplicity of the interactively trained classi�ers:

Both decision trees are extremely small and consult only four

features out of the total library of 17 features. On the other

hand, the batch-trained ITI classi�er had to account for a

large number of exceptions to the simple rules found by the

simple classi�ers. The e�ects of such overspecialization are

illustrated in Figure 3, which shows subimage classi�cations

created by the batch-generated ITI classi�er and the (interac-

tively trained) ITI classi�er from Sequence 1 after 14 training

examples. The batch-generated classi�er, likely overtrained

by the large number of training examples, produced a more

cluttered result than the interactively trained classi�er.

Overtraining is a general problem that a�ects most kinds of

classi�ers. In the context of decision trees, this problem is typ-

ically addressed in the machine learning research community

by pruning algorithms that try to reverse the e�ects of over-

specialization. Our experiments demonstrate that such over-

specialization can be e�ectively avoided by selecting training

instances in an informed manner. This is one example of

dramatically increased classi�er quality achieved by our In-

teractive Teacher/Learner approach.
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Figure 4: Classi�er behavior during interactive training. Digit

k next to a curve marks the last training pixel supplied while

training on subimage k. In Sequence 1 (top digits), no train-

ing instances were supplied for subimages 8{10; in Sequence 2

(bottom digits), none were supplied for subimages 4{7 and

9{10.

4 HIERARCHICAL CLASSIFICATION

Traditionally, the utility of pixel classi�cation is limited by the

locality and simplicity of the underlying features. For exam-

ple, it is not usually practical to cast an object recognition

task purely as a classi�cation task and train a classi�er to

mark all pixels which are part of a structured object, e.g. a

building. This would either involve a small set of carefully de-

signed features { which in e�ect implement the object recog-

nition task { or a large set of simpler features powerful enough

to express the context-sensitive spatial features that charac-

terize a chair. The latter case constitutes a combinatorial

search space too large to construct, let alone search.

However, in many applications of classi�cation systems, the

classes involve some known structure, such as the distribu-

tion, size, and/or shape of pixel classes. Such knowledge is

often incorporated by hand into a classi�cation system. Some

of the most powerful expert systems for classi�cation tasks

were built this way (e.g. Slaymaker et al. 1996). In contrast,

we now present an example-based method for user-de�ned in-

corporation of structural knowledge into classi�cation-based

systems trained interactively and incrementally.

Many objects can be characterized by a simple combination of

straightforward structural features. For example, in a wildlife

survey with our Forestry department, black-back seagulls on

aerial images appear as adjacent white and dark blobs of

certain sizes, representing the head and back of gulls. Often

the white tip of the tail can be seen as well (Figure 5). If

represented as a single feature set, these relationships would

cause it to grow combinatorially, since the features required to

recognize \white" and \dark" would have to be crossed with

those for characterizing the sizes and spatial relationships.

The idea of interactive hierarchical classi�cation is to avoid

these combinatorics by putting the burden of combining fea-

tures on the human Teacher. While a human will not gen-

erally �nd an optimal solution, in many cases good feasible

solutions are apparent. Consider the enlarged gull in Figure 5.

The spatial relationships between blobs of colored pixels that

characterize a gull can be exploited by hierarchical classi�ca-



Figure 5: Aerial photographs showing sections of an island o�

the coast of Maine (original images in color). White circles

indicate black-back seagulls. The left image (275�258 pixels)

was used as a training image, the right one (405�328 pixels)

as a test image. One gull is shown enlarged to reveal its white

head (lower right), white tail (upper left) and black back.
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tion: First, a classi�er is trained to recognize blobs of colored

pixels, until all relevant blobs are recognized, even at the ex-

pense of many false positives. Then, a second classi�er is

trained to recognize spatial relationships between the blobs

found by the �rst classi�er. The input to the �rst classi�er

are features of the original image, and the input to the second

classi�er are features of the label image generated by the �rst

classi�er.

We now describe this procedure in detail (cf. Figure 6). To

formalize traditional pixel classi�cation, let an image be de-

�ned as a scalar function A(i; j), mapping coordinates to

intensities. Ignoring boundary problems, we can de�ne a fea-

ture image as a function F (A; i; j), where each element is

computed as some function f of the gray values in a local

square image region of radius k

f

, centered at (i; j). Typi-

cally, many such feature images will be computed for a given

image.

A pixel classi�er c takes the l features F

1

; : : : ; F

l

of a pixel

at (i; j) and returns a class label. The resulting label image

is denoted C with

C(F

1

; : : : ; F

l

; i; j) = c

�

F

1

(A; i; j); : : : ; F

l

(A; i; j)

�

:

In hierarchical classi�cation, we use the label image C as

input to another set of feature extractors. A superscript from

now on indicates the classi�cation hierarchy: At the base

level, we let C

0

= A, and if we provide a suitable set of

feature sets { one for each hierarchy level { we can de�ne

hierarchical classi�cation as

C

h+1

(F

h

1

; : : : ; F

h

l

h

; i; j) =

c

h+1

�

F

h

1

(C

h

; i; j); : : : ; F

h

l

h

(C

h

; i; j)

�

for h � 0, which says that the features for c

h+1

classi�er are

computed from the classi�cation results of the c

h

classi�er.

In general, c

h+1

may depend on any c

m

classi�er with 0 �

m � h.

This hierarchy of classi�ers is trained from the bottom up,

yielding classi�ers c

1

; c

2

; : : :. Since the required characteris-

tics of c

h+1

depend on the exact qualities of c

h

, this concept

relies on interactive training: Informative training examples at

one level are selected depending on the classi�cation results

from the previous level.

The base level (c

1

) classi�cation process is conventional in

that its input features are computed from an ordinary im-

age. The higher level classi�cations are di�erent in that their

inputs consist of label images generated by lower-level clas-

si�ers. The pixel values of label images do not represent

cardinalities but merely categories. It is common to compute

features { numerical or categorical { from numerical data

for classi�cation. Here, however, we want to express spatial

relationships between categorical labels in terms of features

for classi�cation. This requires the construction of special

features. To develop features capturing spatial context, we

introduce the following window functions:

� To measure the size of a blob of labels, we count the

number of occurrences of a given label M :

F

M

(i; j) = jf(x; y) j C(i+ x; j + y) = Mgj

� To assess adjacency of two blobs, use the product of

the number of occurrences of two given labels M and

N , i.e. F

M;N

= F

M

F

N

. This returns a high value

if and only if large numbers of both class labels are

present near the current pixel (i; j).

� The previous two features involve just counts and ig-

nore spatial coherence. The feature F

c

provides a mea-

sure of clutter by counting the number of label discon-

tinuities between horizontally and vertically adjacent

pixels within a window.

To illustrate an application of hierarchical classi�cation, we

trained a classi�er to recognize black-back seagulls on color

aerial images (Figure 5). At the base level, we interactively

trained the three classes light-gull (head), dark-gull (back),

and not-gull. Our 12 features included each of the HSV bands

(Foley and van Dam 1982), and variance, contrast and disper-

sion (Jain 1989) within a 3�3 pixel window for each of these

bands. Each mouse click produced a 3�3 blob of training

pixels of the same class. It was not necessary (nor possible)

to identify light and dark parts of gulls uniquely. Rather,

base-level training was stopped (this was after just 10 mouse

clicks) when gulls appeared reasonably well characterized by

adjacent blobs of light-gull and dark-gull labels. A necessary

condition is that no relevant blobs are missed by the classi-

�er. Notice however the large number of false positives of

both light-gull and dark-gull labels (Figure 7).

We then trained the c

2

classi�er to discriminate gull and

not-gull. Eight features were computed on C

1

, namely adja-

cency (F

light-gull,dark-gull

) and clutter (F

c

) as described above,
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Test Image:

Figure 7: Results of hierarchical classi�cation for black-back

seagull localization (cf. Figure 5). Left: Base-level (C

1

) clas-

si�cation results; right: hierarchical (C

2

) results.

with window radii k = 1; 2; 4; 8 pixels. Training pixels for

class gull were selected near the junction of head and body

of some gulls. After 6 mouse clicks, the tree generated by

ITI consisted of a single decision node testing a threshold of

F

light-gull,dark-gull

(window radius 2), and achieved perfect ac-

curacy on the training image and near perfect accuracy on

the test image (Figure 7). Accuracy is measured as the num-

ber of gull-labeled blobs that correspond to actual gulls. In

the test image, there were only a few minor false positives,

which were substantially smaller than the true positives and

thus easily removed by standard noise reduction techniques

(e.g. replacing each label with its most common neighbor).

5 CONCLUSION

We have demonstrated a new methodology for interactive

training of pixel classi�ers. It is a very e�ective tool for se-

lecting few but informative training instances, resulting in

great reduction of human labor and dramatically simpli�ed

decision tree classi�ers. A simple user interface allows train-

ing with useful real-time feedback, regardless of the size of

the image.

Incremental update of a classi�er allows training on an image

sequence without a static training set. Our results suggest

that the training procedure converges rapidly, but further ex-

periments on real image sequences are necessary.

We introduced the new concept of hierarchical classi�cation

and demonstrated its usefulness on a simple seagull recog-

nition problem. The system will subsequently be used for

vegetal classi�cation of ground cover in environmental mon-

itoring via forestry aerial images. Future research will apply

this technique to other tasks and investigate the behavior of

the training process when more classes and more hierarchies

are involved in order to express more complex object charac-

teristics.
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