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Abstract— Identifying an object of interest, grasping it, and
handing it over are key capabilities of collaborative robots. In
this context we propose a fast, supervised learning framework
for learning associations between human hand gestures and the
intended robotic manipulation actions. This framework enables
the robot to learn associations on the fly while performing a task
with the user. We consider a domestic scenario of assembling
a kid’s table where the role of the robot is to assist the user.
To facilitate the collaboration we incorporate the robot’s gaze
into the framework. The proposed approach is evaluated in
simulation as well as in a real environment. We study the effect
of accurate gesture detection on the number of interactions
required to complete the task. Moreover, our quantitative
analysis shows how purposeful gaze can significantly reduce
the amount of time required to achieve the goal.

I. INTRODUCTION

The domestic scenario of a table assembly as shown
in Fig. 1 is composed of sub-tasks like identifying the
targeted object, grasping the object, handing the object to
the user, or placing the object within reach of the user. In
such scenarios different users will have different preferences
for the sequence of actions the robot has to perform. The
robot must account for these preferences and must address
the operational flexibility expected of natural human-robot
interaction (HRI). To establish a robot system with these
abilities we propose a fast, supervised Proactive Incremental
Learning (PIL) framework. The PIL framework is designed
to learn the associations between hand gestures and the
robot’s manipulation actions.

In real life human-robot collaboration the robot needs to be
aware of three main states: the state of the human, the state
of the objects to manipulate, and its own state. In this work
the state of the human is the instruction command given by
the user using a static hand gesture. The state of an object
is whether it is in the robot’s hand or not. A manipulation
action to be performed by the robot is selected based on the
probability of the action given these three states. However,
the presence of a human results in a large state-action space
where the robot would need to explore all the possible
combinations of associations. It can be time expensive and
practically challenging for a human to label all the state-
action associations. For example, in this work we have 4
states of the human, 2 states of the object, and 5 states of
the robot then the robot will have to explore the state-action
space of 200 associations.
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Fig. 1: Robin (the robot) assists the user in the assembly of
a table. The user performs gestures like ‘pointing’ and ‘give
me’ to which the robot reacts as ‘grasp object’ and ‘hand
over’, respectively. It uses its gaze to indicate the action to
be performed.

An advantage of the PIL framework is that it does not
require prior training of the associations. Rather, the gesture-
action associations are learnt on the fly while working with
the user to reach the goal. Although the user sees the
associations between gestures and actions, the robot actually
learns associations between the state of the system (i.e., the
state of the human, the state of the object, and the robot’s
own state) and the action performed.

Cohen et al. [1] describe collaboration not only as the
commitment of members to achieve the goal but also – if
necessary – as having a mutual belief about the state of the
goal. Our framework is motivated by their joint intention
theory to design a collaborative framework. The proposed
PIL framework is an extension of our previous work [2]. In
our previous work we studied benefits of a proactive learning
over active learning which requires prior training.

A. Contributions

The table assembly task takes place in close proximity;
hence it is irrelevant to observe full-body human pose. We
choose to interact using hand gestures since they are more
natural than a computer interface. Moreover, they inherently
provide spatial information of the user’s hand. For example,
gestures like pointing can be used to localize objects [3]. We
use gestures from the Innsbruck Multi-view Hand Gestures



(IMHG) dataset [4]. The gestures in the IMHG dataset1 are
closely related to the semantic content of verbal language and
were designed based on the human-robot interaction study
conducted by Jensen et al. [5].

The proposed framework is statistically driven. The robot
receives feedback (positive or negative) on the action it has
performed. Candidate state-action associations are scored
based on the feedback, consequently learning the mapping.
The novelty of our PIL framework lies in the following
two attributes. First, it is incremental: It is a supervised,
probabilistic learning approach; however, unlike traditional
machine learning techniques, we posit that incremental learn-
ing provides the freedom to the user to establish the gesture-
action associations at will. In other words, initially the robot
is not aware of associations between the state of the system
and the manipulation action. There are no distinct training
and testing phases. Since associations are learnt on the fly
both phases are active till the system reaches the goal.
Secondly, our framework is proactive. A recent HRI study
by Jensen et al. [6] shows that people expect a robot to act
proactively during the interaction. The proactive nature of
the framework requires the robot to predict the intent of the
user. It becomes active once the scores of the associations
begin to consolidate, i.e., after some number of interactions.
Consequently, based on the learnt probabilities, the robot can
decide on the most likely action.

We use hand gestures to instruct the robot, but current
gesture detection systems are prone to misclassification. A
misclassified gesture can result in an invalid state of the
system. For example, a grasp object gesture may be detected
instead of a release object while the robot is already holding
an object. Invalidity of a state may be detected in two
main ways: (1) A gesture is detected with a low confidence
score irrespective of the state of the system; therefore it is
discarded; (2) a misclassified gesture is incompatible with
the state of the system irrespective of the confidence score.
The PIL framework allows the robot to proactively correct
the misclassified gesture based on the acquired knowledge.
The state of the human as understood by the robot depends
on the detection accuracy of the instructional gestures. We
quantitatively study and discuss the effect of gesture detec-
tion accuracy in Section IV.

We also use the gaze of the robot for communication to
establish common ground in our collaborative framework.
Since our robot currently does not speak or have a screen, in
order to complete the communication cycle, the robot uses its
head (or gaze) to establish mutual belief regarding the action
to be performed. In this work the main purpose of gaze is to
indicate to the user where the robot action is going to take
place. For example, the robot will look at its hand if it is
going to either open it or close it, or the robot will look at
the object if is going to reach for it.

To summarize, the main contributions of this paper are,
1) a fast, statistical, supervised learning framework –

Proactive Incremental Learning (PIL) – for learning

1https://iis.uibk.ac.at/downloads/start

the associations between hand gestures and the robot’s
manipulation actions,

2) on-the-fly learning of these associations,
3) prediction of the intent of the user to speed up the task,
4) proactive gesture correction,
5) study of the effect of accuracy of the gesture detection

system,
6) use of robot gaze to facilitate time efficient HRI.

B. Related work

Numerous studies [7], [8], [9] demonstrate the advantage
of active, human-in-the-loop interaction. Lenz et al. [10]
proposed a framework to allow joint action of humans and
robots for an assembly task. Their system is capable of
anticipating human behaviour based on the learnt sequence,
ensuring smooth collaboration. The work by Pellegrinelli
et al. [11] is based on Partially Observable Markov De-
cision Processes (POMDPs) for shared autonomy in order
to provide assistance to the user without knowing the exact
goal. Myagmarjav et al. [12] proposed an incremental active-
learning architecture trained with limited knowledge of the
task. The robot asks questions to acquire relevant information
from the user. A pertinent difference with these methods is
that the PIL does not require an explicit training phase.

Thomaz et al. [13] introduced Interactive Reinforcement
Learning (IRL) which is based on Q-learning. It has demon-
strated that human-generated reward can be powerful and
can be fast compared to classical reinforcement learning. It
enables the user to provide positive and negative rewards in
response to the manipulation action of the robot to train it
on the task. In addition to evaluative feedback, in the work
by Suay et al. [14] the user provides guidance signals to
constrain the exploration towards a limited set of actions.
In their method the user has to provide feedback for every
action. A similar system by Najar et al. [15] learns the
meaning of the guidance signals by using evaluative feedback
instead of task rewards.

We propose a method in which the user can interact
with the robot using hand gestures, which is a natural,
unencumbered, non-contact, and prop-free mode of interac-
tion. Though state-of-the-art methods have shown promising
results in simulated and/or controlled scenarios, it is essential
to study practical challenges with a real robot. Therefore in
this work we study the effects of detection accuracy of an
instruction command, the time taken for path planning, the
time taken to detect the hand gesture, and the time taken
by the robot to perform an action. We evaluate the PIL
framework in a simulated as well as a real robot environment.

Various studies have demonstrated the role of the gaze of
the robot and its benefits in HRI. Ruesch et al. [16] show
that gaze aids users in interpreting the robot’s action and can
contribute to smoother interaction. Likewise, gaze also serves
to indicate readiness of the robot [17]. Fischer et al. [18]
specifically explore the effects of social gaze in a human-
robot collaborative toolbox assembly scenario with naive
users. Their analyses show that people engage significantly
faster with the robot with active gaze. Our PIL framework
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Fig. 2: L: Simulated scene of Robin in V-REP, R: KOMO
motion planner to plan and execute manipulation actions of
Robin.

incorporates robot gaze in ways found to be effective in these
studies.

II. HUMAN-ROBOT COLLABORATION SCENARIO

A. Assembly Scenario

We designed the HRI setup with ‘Robin’, an anthropomor-
phic configuration of two KUKA light-weight robot arms,
two Schunk SDH-2 hands, and a KIT robotic head [19]
in a simulated and a real environment. To simulate the
environment we use the V-REP robot simulator2. We use
the left arm of the robot to interact since gestures in the
IMHG dataset are commonly performed with the right hand.
The robot actions are planned and executed using the KOMO
motion planner [20]. An illustration of the simulation and the
motion planner is shown in Fig. 2.

Let G = {pointing,give me,grasp, release} be the set
of 4 instructional gestures. The semantics learned by the
robot of the gestures in G are, pointing is to indicate an
object or a position in the workspace, give me is to instruct
the robot to bring the object towards the user, grasp is to
instruct the robot to grasp the object or close its own hand,
release is to instruct the robot to release the object or open its
hand. It is to be noted that the PIL framework provides the
flexibility to learn these meanings as per the user’s choice.
Let F = {ok,¬ok} be the set of feedback signals given by
the user by performing thumb up and thumb down gestures,
respectively. The feedback is in the form of a binary approval
signal. It determines how a gesture-action association is
scored. Since the robot learns the associations based on
feedback signal, the meaning of gestures in F is known. We
use probabilistic appearance-based pose estimation (PAPE)
by Erkent et al. [21] to detect gestures. It is based on the
probabilistic representation of the data by Teney et al. [22].

Let A = {open, close,object,human, location} be the
set of 5 manipulation actions known to the robot. They are
defined as, open is to open robot’s hand, close is to close
robot’s hand, object is to go on the top of the pointed object,
human is to go to the location of the user’s give me gesture,
and location is go to the pointed location in the workspace.

Let E = {hand,object,palm,position, face} be the set
of 5 gaze directions. The robot uses these gaze directions
to communicate to the user about the action it is going to
perform next or that it is ready to detect the next gesture.
Gaze directed at the robot’s own hand indicates that action

2http://www.coppeliarobotics.com/

open or close will be performed next, the robot may direct
its gaze at the object or workspace position pointed at by
the user, palm means gazing at the user’s give me gesture,
and gazing at the user’s face indicates that the robot is ready
for the next gesture.

The state of the object mainly depends on the state of the
robot’s hand. Hence we define the set H = {free,occupied}
with the 2 states of the robot hand, representing whether or
not it is currently holding an object.

B. Task execution

The state s of the system at the time step t consists of three
attributes. It is defined as st = 〈gt, at, ht〉, where gt ∈ G is
the detected gesture, at ∈ A is the state of the robot, i.e.,
the action performed by the robot in the previous step, and
ht ∈ H is the state of the robot’s hand. At each step t of
the assembly the robot records three entities, the state st of
the system, the action at+1 ∈ A the robot will perform, and
the feedback signal ft+1 ∈ F given by the user after the
action. Each action at+1 is preceded by a gaze movement
et+1 ∈ E to inform the user about the action to be performed.
Henceforth the gaze movement always precedes the action
to be performed.

Consider the sequence of sextuples as shown in Table I,
describing handover of legs of the table. Each block delim-
ited by a dotted line is one gesture-action association, and
each block delimited by two solid lines is one handover. For
example, steps 1 to 3 is one gesture-action association, and
steps 1 to 9 is one handover. Robin performs gaze face, i.e.
looks at the user, after each action to indicate that the action
is done and it is ready for the next command. For explanation
purposes let us consider that gestures are detected accurately.
Robin is at a default position with its hand open and the four
legs of the table are kept within its reachable workspace.

At time t = 1, the user points at one of the legs of
the table. The vision system detects the hand gesture as
pointing. Robin then selects one of the random actions from
A, here close. The gaze paired with action close is hand,
i.e. to look at its hand. The user observes the robot looking
at its own hand. Knowing that the hand gaze in a free
hand state indicates an imminent close action, here the user
immediately reacts by giving ¬ok feedback because close is
not the desired action. Similarly, ¬ok is also given upon the
next randomly-selected position gaze, which is paired with
action location. Finally, at time t = 3 the user gives ok, the
object gaze signaling that the robot is about to perform the
intended object action.

Next, the user performs a grasp gesture to instruct the
robot to grasp the object. A similar procedure as above
follows, and the robot learns the association between the
gesture grasp and the action close. At some point Robin
will have learnt that it has to perform the object action given
the open state of the robot, the free state of its hand, and the
pointing state of the user. This procedure repeats till Robin
has handed all legs to the user.
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t gt at ht et+1 ft+1 at+1

1 pointing open free hand ¬ok
2 open free position ¬ok
3 open free object ok object
4 grasp object free palm ¬ok
5 object free hand ok close
6 give me close occupied position ¬ok
7 close occupied palm ok human
8 release human occupied object ¬ok
9 human occupied hand ok open

10 pointing open free object ok object
11 grasp object free hand ok close
12 pointing close occupied hand ¬ok
13 close occupied palm ¬ok
14 close occupied position ok location
15 release location occupied hand ok open
16 pointing open free object ok object
17 pointing object free hand ¬ok
18 object free object ok object
19 grasp object free hand ok close
20 pointing close occupied position ok location
21 release location occupied hand ok open
22 pointing open free object ok object
23 grasp object free hand ok close
24 pointing close occupied position ok location
25 give me location occupied object ¬ok
26 location occupied palm ok human
27 release human occupied hand ok open

TABLE I: An example of the robot handing over 4 table legs
while learning gesture-action associations.

III. PROACTIVE INCREMENTAL LEARNING

The Proactive Incremental Learning (PIL) framework is
designed to reach the goal while minimizing the number
of actions performed by the robot as well as reducing
the number of gestures needed to be shown by the user.
Let us consider the human-robot collaboration scenario of
assembling a table as described in Section II. Let N be the
number of legs Robin has to hand over to the user. The
proactive incremental learning framework consists of two
modules: (1) incremental gesture-action associations, and (2)
proactive gesture prediction or correction.

A. Incremental Gesture-Action Association

The PIL framework works with an underlying assumption
that the user wants to complete the task in a minimum
number of interactions. The robot learns P (at+1|st) which
is the probability of an action at+1 to be executed given the
state of the system st during the assembly task. Initially, the
probabilities are distributed uniformly among all the robot
actions. The robot incrementally learns these probabilities at
every step using the feedback from the user.

As mentioned earlier each action is paired with a gaze
movement which precedes the actual action. The gaze move-
ment is used to indicate the user in advance about the
chosen action. It is a heuristic in our framework based on
aforementioned gaze studies. The user then gives a feedback
ok or ¬ok based on whether the robot has indicated an
appropriate action to proceed towards the goal. If ok is
signaled then the robot goes ahead performing the action;
otherwise it will indicate another action using its gaze. In
the situation that a gaze is misunderstood and an undesired
action is performed then the user can give a ¬ok feedback
after the action. Then the state-action score is updated with

the latter feedback. The feedback f is received as a binary
score η for the state-action association (st, at+1) as

η =

{
1, ft+1 = ok
0, ft+1 = ¬ok.

(1)

In the human-robot interaction studies conducted by
Jensen et al. [5], the authors observed that for an appropriate
action taken by the robot no feedback or rarely a positive
feedback is given. On the other hand, users strongly give
negative feedback for unexpected actions. Therefore in the
PIL framework we consider no feedback too as ok.

Let T be the 4-D table storing the state-action associations
at each step t. The score of each state-action association is
recorded in cell T(st, at+1), and is updated based on the
binary score η as

T(st, at+1) = T(st, at+1) + η. (2)

At η = 0 the scores of state-action associations other than
the indicated action are incremented by 1. We describe this
as complement feedback technique. Previous methods [14],
[15], give either −1 or 0 for a ¬ok feedback. Such a strat-
egy either precludes a probabilistic formulation or lessens
the influence of the feedback. Contrarily the complement
feedback technique maintains the probabilistic nature of the
PIL framework as well as promotes the decisiveness of the
feedback. The scores of all the possible actions a×t+1 ∈ A
except at+1 are updated as

T(st, a
×
t+1) = T(st, a

×
t+1) + 1, η = 0, a×t+1 6= at+1. (3)

For example, at t = 1, in Table I s1 = 〈pointing,open, free〉
and e2 = 〈hand〉 i.e., a2 = 〈close〉, receives a ¬ok
feedback so the score in cell T(s1, close) remains the same.
However, scores of all the other associations T(s1,open),
T(s1,object), T(s1,human), and T(s1, location) are incre-
mented by 1.

During the early steps of the task the robot performs
random actions since it has not acquired any knowledge.
Though in later steps of the task it has updated the score
for the state-action association (st, at+1) and it can compute
P (at+1|st). The probability of an action a given the state s
of the system is computed as

P (a|s) = T(s, a)
|A|∑
i=1

T(s, ai)

. (4)

If the score values in T are normalized as per the joint
probabilities then eq. 4 represents Bayes’ rule. The action
at+1 to perform given the state of the system is selected as

a∗ = argmax
at+1

P (at+1|st). (5)

B. Proactive gesture prediction or correction

1) Gesture prediction: Human intent prediction has been
discussed in various studies [11], [23], [24] in the context of
human-robot interaction. In the PIL framework we focus on
human-robot collaboration in a shared workspace. The key



aspect of predicting human state is to minimize efforts on
the user and train the robot to act independently.

The robot can predict the next gesture of the user after
it has progressed on the task. In other words, the predic-
tion module is active once it has recorded the state-action
associations in T. The goal of the PIL framework is to
predict gt+1 ∈ G. The robot can refer back to the history
of interactions in T to compute the probability of the next
gesture gt+1 given the current state st of the system and the
associated action at+1, i.e., P (gt+1|st, at+1). The gesture
with the highest probability P (gt+1|st, at+1) is selected as
the predicted gesture gt+1.

Predicting the next gesture enables the robot to proactively
decide on the action at+2 associated with gt+1. An advantage
of predicting a gesture is that human does not have to make
an effort in performing the gesture. However, if the user
decides to deviate from the learnt sequence then a different
gesture can be performed after the execution of at+1. The
readiness of the robot is indicated to the user with the gaze
movement face. If the user does not perform any new gesture
then the robot proceeds with the task with the prediction
gt+1.

2) Gesture correction: Accurate detection of the gesture
is vital in learning of the gesture-action associations. How-
ever, the gesture detection system may misclassify due to
practical challenges like changes in the lighting conditions,
differences in the appearance of gestures among users, etc.
Misclassification of a gesture can evoke an invalid state of the
system. To overcome this problem we incorporate a gesture
correction module in the PIL framework.

The methodology is similar to that described for gesture
prediction in section III-B.1. The gesture correction module
too becomes active after associations are recorded in T. If
the detected gesture gt triggers an invalid state then no at+1

is selected. At this point the system checks for all the state-
action associations which were followed by (st−1, at) and
were given feedback ok.

The robot computes the P (gt|st−1, at) for the gestures.
The gesture with the highest probability is chosen as the
corrected gesture. Based on the updated st it then performs
gaze et+1 which is paired with at+1. The user always has
the freedom to provide ¬ok feedback. The robot then selects
the next best action. If none of the previously-learnt actions
are acceptable by the user then the robot explores the state-
action associations with ¬ok feedback.

A valid state-action association can be miscategorized as
¬ok and an invalid state-action association can be miscat-
egorized as ok if the gesture detection system has a poor
accuracy. An advantage of the PIL framework is that at first
it proactively decides to perform an action, and if it is not
the one the user expects then it enables the user to choose
the action as described in section III-A.

C. PIL example

From the user’s point of view the interaction follows the
flowchart as shown in Fig. 3 In the flowchart Yes and No
decisions are ok and ¬ok feedbacks, respectively. The user

Start

Robot is ready; gaze e = face

If the robot should execute a
new action a then perform g

Gaze e
correct?

Robot performs another gaze

Robot performs action a

Action a
correct?

Final
goal?

Stop

Yes

No

Yes

No

Yes

No

Fig. 3: Human-robot collaboration flowchart from the user’s
viewpoint.

sees it as learning of gesture-action associations, however,
the state of the hand and the state of the robot are not
actively perceived as part of the association by the user. Here
we explain the PIL framework using the sample assembly
sequence described in Table I.

At step t = 3 the robot learns the association between
the state of the system s3 = 〈pointing,open, free〉 with the
action a4 = 〈object〉. It can be seen at t = 10 that the robot
chooses action object based on the learnt association instead
of a random selection.

In another instance at t = 17 the user points at an-
other object. From the user’s perspective it may seem that
the robot will perform action object. However, s17 =
〈pointing,object, free〉 has never occurred previously. At
this point the probability of an action given the state s17
is uniformly distributed among all the possible actions.
Therefore, the robot opts to perform a random action.

The PIL framework enables the design of an intent pre-
diction model to speed up the task. The robot can predict
the next likely gesture based on the learnt probabilities of
the state-action association. For example, at step t = 15,
the robot predicts that the next most likely gesture at t =
16 succeeding release is pointing. Similarly, at t = 22
the robot predicts that the user can perform two possible
gestures at t = 23, either grasp or pointing. The grasp
gesture, however, has as higher prediction score compared
to pointing.

In a real environment the robot might misclassify the
instruction gesture. A misclassified gesture can evoke an
invalid state. For example, at t = 21, if release is mis-
classified as grasp, it would trigger an invalid state. The
robot cannot grasp an object when the state of the hand is



occupied. The system then decides that gesture correction
is necessary. Based on the learnt probabilities the most
likely gesture to occur after pointing given at = 〈location〉
and ht = 〈occupied〉 is release. The detected gesture is
corrected from grasp to release, and the robot performs
action open.

IV. RESULTS AND DISCUSSION

We conduct 2 sets of quantitative experiments to evaluate
the proactive incremental learning (PIL) framework. The
first experiment takes place in the simulated environment
shown in Fig. 2 to compare the PIL with state-of-the-art
methods. We also compare with two additional conditions to
show the advantage of using the robot’s gaze movements.
The second experiment is with the the real robot where
we compute various evaluation metrics for human-robot
interaction proposed by Olsen et al. [25].

1) Experiment 1: We simulated the table assembly sce-
nario described in section II-B. The entire interaction consists
of assembling 3 tables each with 4 legs; i.e., in total the
robot has to hand 12 table legs over to the user. To obtain
statistically-significant data we repeat the interaction 5 times.
We performed t-test on the acquired data to check if the
data points are significantly different from each other. The
gestures g and the feedback f are fed to the system using a
computer interface.

A critical aspect in HRI is the accurate detection of
the command signal (here hand gestures). To evaluate the
effect of accuracy of the vision system we simulated the
gesture detection rate d. We simulate 3 detection rates d =
{0.6, 0.8, 1.0}. For example, if the gesture sequence (the gt
column) in Table I is used repeatedly to hand over 12 legs
at d = 0.6, then only 32 out of 54 gestures will be detected
correctly.

We quantitatively compare the PIL framework with two
interactive reinforcement learning (IRL) methods. IRL meth-
ods have shown promising results in learning tasks involving
human feedback. However, in proposed HRI scenario in
addition to doing the task the robot also has to learn the
gesture-action associations. The two IRL implementations of
the table assembly scenario are as described by Suay et al.
[14] (IRL1) and by Najar et al. [15] (IRL2).

We set the learning rate α and the discount factor γ
for IRL1 and IRL2 to α = 0.3, γ = 0.75 and α =
0.3, γ = 0.0, respectively. The authors argue that γ = 0.0 is
more suitable for learning from human feedback. It allows
a task to be divided into a sequence of single-step tasks.
However, γ = 0.0 would make reinforcement learning aspect
incongruous for overall task learning. For a fair comparison
we also incorporate the gaze e and consider no feedback
as ok feedback for both methods. Nevertheless, the IRL
methods do not predict the next gesture; therefore they
require instructional gesture at every step.

As described earlier, all manipulation actions are preceded
by a corresponding gaze. Here we evaluate its significance
for human-robot collaboration. We analyse how the feedback
after the gaze movement incorporated in the PIL framework

works to the advantage of the user. The 2 conditions to
compare with the PIL framework are,

1) Without post-gaze feedback: After the gaze movement
no feedback is considered; feedback gestures are only
detected after a manipulation action has been per-
formed.

2) With post-gaze feedback: The feedback is considered
after the gaze movement. It also waits for the feedback
after the manipulation action is performed to guarantee
that the gaze was rightly understood. However, the
system considers latter feedback if it differs from the
first one.

It is to be noted that in both of the above conditions the robot
is not proactive, i.e., it cannot perform gesture prediction or
correction.

The results in Figs. 4 and 5 show the comparison of the
PIL framework with IRL1, IRL2, and the 2 conditions with
respect to 2 criteria, the number of gestures performed by the
user and the number of the robot’s actions, respectively. The
number of gestures by the user is the sum of the number of
instructional gestures G and the number of feedback gestures
F . The number of the robot’s actions is the sum of the
number of manipulation actions A and the number of gaze
movements E. A general observation from our experiments
is that as the detection rate increases the effort of the user and
the number of robot actions reduces for all the approaches.
The results of IRL methods are close to each other because
the associations are scored with either −1 or 0 for a ¬ok
feedback.

It can be seen in Fig. 4 that the number of gestures
performed by the user reduces significantly with the PIL
framework. Since the PIL system is able to predict the user’s
next gesture, it frees the user from the effort of performing a
gesture. The proactive behaviour allows the robot to proceed
with the task without attention from the user. The results
from IRL1, IRL2, and the 2 conditions are comparable at
d = {0.8, 1.0}. However, condition 2 is better than both IRL
methods at d = 0.6.

The results in Fig. 5 shows that the PIL framework re-
quires far fewer robot actions to hand over all legs compared
to other conditions. This is because of the complement
feedback technique as given by eq. 3. It gives an advantage to
the PIL framework to minimize the number of robot actions.
It can be seen that condition 1 requires more actions by a
huge factor compared to the others. Since there is no post-
gaze feedback the robot would directly perform the action
without considering whether it was desired by the user or
not. And in order to avoid the robot heading towards a cul-
de-sac it needs to go back to a previous valid state whenever
a ¬ok feedback is given. However, if state of the object has
changed then the robot cannot reverse the state. For example,
at t = 7, in Table I if the robot performs at = 〈open〉 instead
of at = 〈human〉 when ht = 〈occupied〉, the object will
drop in the workspace. In such cases the robot will go back
to default position.

The t-test is performed on the number of hand gestures and
the number of robot actions for all the methods at various
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Fig. 4: Number of gestures performed by the user at various
detection rates to assemble 3 tables.
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Fig. 5: Number of robot actions at various detection rates to
assemble 3 tables.

detection rates. The p-values of our data indicate that the
null hypothesis can be rejected with 1% significance level.
Our simulation data is statistically significant with p < 0.01
having a maximum at pmax = 0.00012.

2) Experiment 2: The experiment with the real robot con-
sists of the same interaction setup as described in section IV-
.1. Olsen et al. [25] proposed various interrelated metrics to
evaluate the quality of human-robot interaction frameworks.
There are a variety of metrics; however, for the purpose of the
PIL framework, we focus on the overall task effectiveness.

We compute 3 evaluation metrics, Neglect Tolerance (NT),
Interaction Effort (IE), and Robot Attention Demand (RAD).
These are time-based metrics that attempt to maximize the
speed of performance, minimize mistakes, and measure the
autonomy of the robot. Neglect tolerance is defined as the
amount of time a human can ignore a robot. It represents

1 2 3
HRI metrics Cond. 2 PIL Cond. 2 PIL Cond. 2 PIL

IE 204.00 153.60 188.00 155.00 195.00 151.50
NT 715.29 665.38 652.04 643.57 728.26 721.19

RAD 0.22 0.18 0.22 0.19 0.21 0.17

TABLE II: Comparison of HRI evaluation metrics for con-
dition 2 and PIL. Interaction effort (IE), Neglect tolerance
(NT) are measured in seconds and Robot attention demand
(RAD) is a unitless quantity.

tasks which a robot can perform without human supervision.
An obvious goal of the framework is to increase the NT of
the robot. Interaction effort is the amount time the user has
to invest with the robot. The goal of the system is to reduce
the IE and lead the robot towards proactive behaviour. Robot
attention demand is the relation between NT and IE given
by

RAD =
IE

IE + NT
. (6)

It is a unitless quantity that represents the effort that the
user expends interacting with the robot relative to the total
robot time. A good human-robot interaction system tries to
minimize RAD value. The lower the value of RAD, the better
it is because then the user can focus on other tasks besides
interacting with the robot.

To compute NT we take into account the time taken by
various sub-tasks performed by the robot like planning the
trajectory of the robot arm, executing the trajectory, opening
and closing its hand, and gaze movements to indicate either
the next action or its readiness. The IE is computed as
the sum of the time taken by the vision system to detect
user’s hand gestures i.e., the instruction gestures G and the
feedback gestures F . It takes 1.5-2.5 seconds for the PAPE
method [21] to detect various hand gestures of the IMHG
dataset [4]. Its detection accuracy ranges from 75%-95% to
detect different hand gestures in the real robot scenario.

RAD measures the effort that a user has to invest in the
interaction. And since the results in Fig. 4 show that condi-
tion 2 performs better than other non-proactive conditions,
we compare the PIL framework only with condition 2. The
evaluation metric results of the comparison of the PIL with
condition 2 are shown in Table II. We assemble 3 tables 3
times with the real robot. It can be seen from the values of IE
and RAD that the user has more free time interacting using
the PIL framework than condition 2. In the proposed scenario
a high NT does not necessarily suggest a better HRI. The
value of NT can be increased by slowing down the speed
of the robot. However, we would like to complete the table
assembly task in the least time. The NT for condition 2 is
higher because the robot has to perform more number of gaze
e = 〈face〉 to indicate that it is ready for the next gesture.

The PIL framework can be scaled up where the state s of
the system consists of more than 3 attributes. For example, in
a complex task of furniture assembly the robot may have to
perform sub-tasks like hold an object or a nail, insert a screw,
or use a screw driver or a hammer. Additional attributes can
be, the state of both hands of the user, the state of multiple



objects, or the state both arms of the robot. However, this can
increase the time of interaction since the system will have
to detect multiple gestures and plan for both the robot arms.
We ask the readers to refer to the video attachment with this
article demonstrating the PIL framework with the real robot
for assembly of the table.

V. CONCLUSIONS

We proposed a fast, supervised Proactive Incremental
Learning (PIL) framework to learn the associations between
human hand gestures and the robot’s manipulation action.
We also introduced a novel complement feedback technique
which ensures the probabilistic nature of the PIL framework.
Our quantitative analyses demonstrate that the complement
feedback technique promotes the decisiveness of the feed-
back, consequently reducing the number of robot actions.
The results from the simulated and the real environment
experiments show that the PIL framework outperforms state-
of-the-art methods.

Due to the incremental nature of the PIL framework, users
are free to train the robot the gesture-action associations of
their own choice. The proactive behaviour learns to predict
the next gesture therefore reducing the interaction effort (IE)
of the user. We studied that introducing feedback post-gaze
facilitates the human-robot collaboration with two aspects,
1) establishing the mutual belief regarding the robot’s next
action, and 2) it speeds-up the interaction without executing
undesired actions. We are currently working on methods to
overcome the randomized selection of the robot actions based
on the knowledge acquired on the fly.
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