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BACKGROUND
In computer vision research, there exists

an obvious gap between 2D appearance
modeling and 3D geometry modeling in
terms of interpretation and representation
abilities, and it has been advocated that
robust 3D geometry modeling is highly
desirable. Motived by this gap and desire,
we put forward a novel 3D object class ge-
ometry model in the light of state-of-the-art
techniques developed in machine learning
and computer graphics.

The basic underlying principle of our
modeling is that different instances of the
same class should share similar 3D structure
of composing parts, although their parts can
slightly vary from one instance to another.

CONTRIBUTION
A novel part-based geometry model

(Spatial Latent Dirichlet Markov Random
Fields) for 3D object classes:

• constructs discrete vocabulary for 3D
shapes;

• extends latent Dirichlet allocation
(LDA) by strategically constructing a
Markov random field (MRF) on the
part labels, which enhancing the spa-
tial coherence for part segmentation;

• exhibits superior semantic interpre-
tation and discriminative ability in
model classification to LDA and other
related models.

ALIGNMENT
The alignment of different instances

of the same class is achieved with
point cloud registration algorithms.

LEARNING FRAMEWORK
3D object shapes are represented by point

cloud data (PCD).

• First, for each class, different PCDs of
object instances are aligned using point
cloud registration methods.

• Secondly, spatial latent Dirichlet
Markov Random fields (SLDMRF)
are constructed and learned for each
category based on the aligned instance
point clouds.
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SPATIAL LATENT DIRICHLET MARKOV RANDOM FIELDS

3D vocabulary construction and LDA [1] mod-
eling for object class geometry. π = {πm}Mm=1

denote part weights in each object class, and
θ = {θk}Kk=1 describe the spatial distribution of
3D words. α,β are hyper-parameters.
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SLDRMF

SLDMRF models the positions of all parts
with parameters ck such that 3D words that
share the same label k are likely to be close;
SLDMRF constructs Markov random fields, in
which the links are intra-connections between
neighboring words (between red and blue)
and inter-connections between corresponding
words (between red and green) across differ-
ent objects. Potential functions on links are de-
fined based on the compatibility between cor-
responding orientation vectors.

connections:

g(zi, zj)
= exp(|〈oi, oj〉|)

where oi is the ori-
entation vector

INFERENCE AND LEARNING
A hybrid Gibbs sampler:
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is the Gibbs sampler based on the Markov
random field, and
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(n)
m ;µ

(h)
l ,Λ

(h)
l )

is a collapsed Gibbs sampler derived from
the information of all part positions. The pa-
rameters {πm}Mm=1, {θk}Kk=1, {ck}Kk=1 can be
read out once Gibbs sampling converges.

QUALITATIVE RESULTS

For comparison, LDA [1], LDMRF [2] and Gaussian Mixtures (GM) models are tested on
the same data for 3D object class geometry modeling:

QUANTITATIVE RESULTS

Representational capabilities of models
are tested based on classification, compari-
son between GM (which is currently most
popular model in practice) and SLDMRF:
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