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Support Vector Machines 

define a score function

and output distance
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Inter-Label Dependencies

Structural Outputs: 

tree  mountain  beach  sea 
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Labels are inter-dependent: e.g. Markov network 
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Structural Support Vector Machine

Structural SVM:

go through all possible 
outputs is too 
expensive

generalized to structured outputs
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SSVM for Multi-Label Prediction 

Structural SVM

We define function as                                                                
and use Hamming distance on outputs: 

because of linear decomposibility 
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Linear Score Function in Structural SVM

Structural SVM: 

Regular SVM: 

linearly decomposable             

 Structural SVM → training T SVMs jointly. 
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Joint SVM

training T SVMs jointly:  

define linear kernels on structured outputs :  

Joint SVM:  



8

Joint SVM : Complexity

Dual Joint SVM:

Low Training Complexity:

Dual SVM:

the same computational complexity as a single SVM
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Joint SVM : Implicit Output Kernel Learning and Regularization

When linear output is used: 

a new regularization:  
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Results and Comparisons

Benchmark Databases for Image Annotation
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Results and Contributions : Comparison with State-of-the-arts

Comparable Results:

JEC:            Ameesh Makadia, Vladimir Pavlovic, and Sanjiv Kumar. Baselines for image annotation. International 
Journal of Computer Vision, 90:88–105, 2010.

TagProp:     Matthieu Guillaumin, Thomas Mensink, Jakob Verbeek, and Cordelia Schmid. Tagprop: Discriminative 
metric learning in nearest neighbor models for image auto-annotation. In International Conference on Computer Vision,  
2009.

FasTag:      Minmin Chen, Alice Zheng, and Kilian Q. Weinberger. Fast image tagging. In International Conference 
on Machine Learning, 2013

MBRM:        S. L. Feng, R. Manmatha, and V. Lavrenko. Multiple bernoulli relevance models for image and video 
annotation. In Computer Vision and Pattern Recognition, 2004.
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Results and Contributions : Comparison with State-of-the-arts

Preference to Simpler Label-Dependence 
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Conclusions

Questions and Answers ?

Thanks for your attention !

A take-home message:  A simpler output kernel is 
desirable to avoid overfitting in output structural 
dependencies.    
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Joint SVM : Pre-Image

RKHS
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Understanding New Regularization

lemma: for positive (semi-)definite matrices A  and B:

 
 
where m is positive integer. 

“On Some Matrix Trace Inequalities”, Zubeyde Ulukok and Ramazan Trkmen, Journal 
of Inequalities and Applications, 2010
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Joint SVM : Pre-Image

Multiple SVMs: train T  SVMs independently

● too expensive (T can be very large)
● ignore inter-label dependencies 
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